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ABSTRACT

The quest to understand how the nucleon spin is decomposed into its con-

stituent quark and gluon spin and orbital angular momentum (OAM) com-

ponents has been at the forefront of nuclear physics for decades. Due to the

non-perturbative nature of Quantum Chromodynamics (QCD) - the theory de-

scribing how quarks and gluons bind together to form protons and neutrons

- making absolute predictions of nucleon spin structure is generally difficult,

especially as a function of its quark and gluon longitudinal momentum frac-

tion x. Measurements involving nucleon spin structure serve as a sensitive test

for QCD, including ab-initio lattice QCD calculations due to the advent of the

quasi-PDF formalism, and various predictions that diverge at large-x.

The neutron spin asymmetry An
1 at high−x is a key observable for probing

nucleon spin structure. In the valence domain (x > 0.5), sea effects are expected

to be negligible, and so the total nucleon spin is considered to be carried by the

valence quarks. The valence region can therefore enable us to study the role

of quark OAM and other non-perturbative effects of the strong force. An
1 was

measured in the deep inelastic scattering region of 0.40 < x < 0.75 and 6 < Q2

< 10 GeV2 in Hall C at Jefferson Lab using a 10.4 GeV longitudinally polar-

ized electron beam, upgraded polarized 3He target, and the High Momentum

Spectrometer (HMS) and Super High Momentum Spectrometer (SHMS). E12-

06-110 provides the first precision data in the valence quark region above x =

0.60, and its preliminary results proved consistent with earlier data disqualify-

ing a pQCD model that excluded quark OAM. Combined with previous world

proton data, the ratio of the polarized-to-unpolarized up quark momentum dis-

tribution (∆u + ∆u)/(u + u) remained positive at large-x, and the down quark

(∆d + ∆d)/(d + d) remained negative.
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Chapter 1

INTRODUCTION

1.1 Nucleon Spin Structure: Current Status

One of the primary goals of nuclear physics is to understand the structure of

hadrons - how quarks are bound together through the strong interaction to form

protons and neutrons, and how this interaction induces their intrinsic prop-

erties, like massii and spin. Hadrons classify baryons (a bound state of three

quarks, like the nucleons) and mesons (a quark and anti-quark pair, like the

pion). The quarks within both types of hadrons interact through the exchange

of gluons via the strong force. Both quarks and gluons possess a property called

color charge, with the composite hadronic system always being color-neutral.

The theory used to describe the strong interaction is called Quantum Chro-

modynamics (QCD), and it tells us that the picture of the nucleon changes as we

transition from high energy (probing small distances) to low energy (probing

larger distances). At high energies, the nucleon can be treated as being com-

prised of three valence quarks, sea quarks (qq pairs), and gluons that weakly

interact through a small running coupling constant, giving rise to a property

iiThe Higgs field of the Standard Model gives rise to the masses of fundamental particles,
like the quark and electron. But it doesn’t account for the mass of composite systems like the
nucleon, whose mass is largely dynamically generated by the interaction between quarks and
gluons and is a profound topic of research in its own right [38].
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called asymptotic freedom. This is called the perturbative regime. At lower

energies, however, the running coupling constant is large, causing the quarks

and gluons to strongly interact and giving rise to a property called confinement.

This is dubbed the non-perturbative regime.

How the 1/2 spin of the nucleon is distributed among the spin of its partons,

namely quarks and gluons, and their motion across this energy transition is not

yet well understood. How much of the intrinsic spin of the nucleon is due to not

only the intrinsic spin of the quarks and gluons, but also their orbital angular

momentum (OAM)? Protons are comprised of two up valence quarks and one

down valence quark, with a sea of up, down, and strange quarks.i Does the spin

of the up quark contribute more to the nucleon spin than the down quark? The

nucleon spin may be mathematically decomposed in terms of its valence and

sea quark intrinsic spin ∆Σ, quark OAM Lq, gluon intrinsic spin ∆G, and gluon

OAM Lg through the Jaffe-Manohar spin sum rule [39]:

1
2
=

1
2

∆Σ + ∆G + Lq + Lg (1.1)

Early measurements about 35 years ago [40] showed that the intrinsic quark

spin contributed little to the overall proton spin, in stark contrast to the static

quark model which predicted it contributed ∼100%, and even relativistic quark

models predicting a hefty ∼60% from the intrinsic quark spin and ∼40% from

their orbital angular momentum (OAM) [41]. This result sparking the "pro-

ton spin puzzle" inspired substantial theoretical and experimental activity over

the last few decades, conducted at CERN, SLAC, DESY, Jefferson Lab, RHIC,

and BNL. The puzzle signaled the preponderance of non-perturbative dynam-

ics regarding decomposing the nucleon spin into its partonic constituents, as

it must be largely attributed to the orbital angular momentum of the quarks

and/or gluons, which is directly connected to color confinement [42]. Our cur-

iThese are referred to as "flavors", and heavier quarks like top, bottom, and charm are less
likely in the sea within nucleons.
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rent understanding is that ∆Σ ∼30% [43] and ∆G ∼ 20%, with large uncer-

tainties [44]. That leaves ∼ 50% unaccounted for! See Figure 1.1 for a visual

of the change in our description of the nucleon spin. The contribution of the

parton’s spin and OAM to the overall nucleon spin is encapsulated within the

helicity, or spin-averaged, parton distribution functions (PDFs), which are one-

dimensional, probabilistic objects dependent upon the fraction of the nucleon’s

momentum x carried by the probed parton. They exist for each parton type

(quark, anti-quark, or gluon) and quark flavor. Similarly, there are unpolarized

(spin-averaged) and transversity (transverse-spin-dependent) PDFs. Each type

is experimentally accessible depending on the reaction mechanism employed,

as discussed in the following section. The focus of this dissertation is on the ra-

tio of the polarized (longitudinal) to unpolarized valence quark PDFs accessed

through asymmetries. These quantities are themselves non-perturbative and

so challenging to calculate from QCD via first principles. But within the right

kinematic regime, like the valence quark region, perturbative QCD is able to

predict some of their ratios. Moreover, with the advent of the quasi-elastic PDF

approach, Lattice QCD is now on a promising path toward their direct calcula-

tions [45].

The following section will expound upon experimental methods used to in-

directly access these PDFs and their mathematical formulation. Chapter 2 will

walk us through how they’re extracted through spin asymmetries, and several

models’ predictions of the neutron’s spin asymmetry An
1 at high−x. Chapter 3

will provide an overview of the experiment, Chapter 4 of the polarized target

system used to serve as an effective neutron target, Chapter 5 of the data anal-

ysis conducted with its summary provided in Chapter 6.
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Figure 1.1: A cartoon of the spin and orbital angular momentum contributions
from the quarks and gluons within the nucleon. Since the 1980’s, the picture of
the nucleon spin’s decomposition has changed from being comprised of the
spin of three valence quarks alone (left), to being comprised of the valence
quarks, sea quarks, and gluons’ spin and OAM at present (right). Credit to
Z.-E. Meziani.

1.2 Probing the Nucleon and Describing its States

The internal structure of the atom was first investigated over a hundred years

ago, when Ernest Rutherford bombarded a thin piece of gold foil with al-

pha particles and detected the scattered particles on a fluorescent zinc sulfide

screen. The number of scattered events as a function of scattering angle re-

vealed that the atom was comprised of mostly empty space, with a dense pos-

itive center containing protons. Over two decades later, James Chadwick used

alpha particles to irradiate Beryllium, emitting radiation that was incident upon

paraffin wax, thereby ejecting protons revealed to be displaced by neutrons.

Next, over three decades later, the proton was revealed to contain internal struc-

ture when the quark was discovered at the Stanford Linear Accelerator Center

(SLAC) by bombarding high-energy electrons from a liquid hydrogen target

[46]. Thus, the path to resolving matter’s fundamental constituents is through

scattering. The two experimental methods employed are lepton-nucleon scat-

tering and nucleon-nucleon scattering.

In lepton-nucleon scattering, the fundamental quark and gluon structure

and their interactions are studied by scattering a a high-energy lepton - an elec-
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tron or muon - from a single quark, or anti-quark, within the target nucleon.

The energy of the incident lepton is transferred to the proton or neutron through

an exchanged virtual photon. If the lepton and nucleon are polarized, its spin

structure may be studied.

A few different processes are possible within nucleon-nucleon scattering.

First is the Drell-Yan process [47], where two hadrons (protons, for example)

collide with one another so that an anti-quark within the target nucleon annihi-

late with the quark in the other, creating a a virtual photon that then decay into

a electron-positron or muon-antimuon pair at very high energies. Then there’s

direct di-photon production, which results in the creation of two photons and

a final hadronic state X, and W+/− production. These processes are sensitive

to the sea-quark distribution of the nucleon. Photon, pion, jet, and heavy flavor

meson production are all sensitive to the gluon distributions [42].

Here, electron-nucleon scattering is the topic of interest as it was the method

employed in experiment E12-06-110.

1.2.1 Electron Scattering

The simplest case of electron scattering is through the one-photon exchange,

known as the Born approximation, shown below in Figure 1.2.

Figure 1.2: Lowest-order Feynman diagram for inclusive electron-nucleon scat-
tering, eN → eX.

In the fixed-target case, an electron with four momentum k = (E,
−→
k ) in-
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teracts with a nucleon at rest N = (M, 0) through the exchange of a vir-

tual photon γ∗ = (ν,−→q ), which is referred to as "off-shell" where q2 ̸= 0.

Within inclusive scattering, only the scattered electron with four momentum

k′ = (E′,
−→
k ′) is detected at a scattered angle θ, while the final hadronic system

X goes unobserved. The space-like virtual photon’s four-momentum squared

−q2 = Q2 acts as the spatial resolution in the scattering process, with energy

transfer ν = q · p/M where p is the nucleon’s four momentum and M its

mass. The momentum transferred to the target in terms of the incident elec-

tron is −→q =
−→
k −

−→
k ′. The invariant mass of the residual hadronic system is

W2 = (p + q)2, and is used to distinguish one nucleon excitation region from

the other. Lastly is the variable x, defined as the fraction of the nucleon’s lon-

gitudinal momentum carried by the struck quark int he infinite momentum

frame, equal to Q2/2p · q. For the case of a fixed target within the laboratory

frame, where N = p = (M, 0), the following kinematic relations are defined

and used to quantify the process:

ν = E − E′ (1.2)

Q2 = 4EE′ sin2
(

θ

2

)
(1.3)

x =
Q2

2Mν
(1.4)

W2 = M2 + 2Mν − Q2 (1.5)

Throughout this dissertation, "natural" units will be used, in which h̄ = c =

1 and the electron mass is deemed negligible within these energy regimes and

is thus ignored. The electron scattering cross-section depends on Q2 and ν,

shown below in Figure 1.3 for a light nucleus. The cross-section describes the
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probability of scattering with an energy of (E′, E′ + dE′) into a solid angle dΩ,

denoted as d2σ/(dE′dΩ) and can be interpreted as the intrinsic strength of the

interaction. The different scattering regimes can be defined in terms of ν, Q2,

and W2.

Figure 1.3: Cross section for inclusive electron scattering from a light nuclear
target, in arbitrary units, as a function of Q2 and ν. Figure reproduced from [5].

Elastic Scattering

The region of low ν and Q2 characterizes the elastic scattering regime, in which

the spatial resolution isn’t high enough to see the target’s interior composition.

It stays intact after the scattering process and recoils coherently. The momen-

tum is transferred to and shared equally among all nucleons in the case of a

nuclear target, with the invariant mass given as W2 = M2
T, where MT is the

mass of the nucleus or nucleon target. The nucleons are at rest in the laboratory

frame.

7



Quasi-Elastic Scattering

If ν is greater than the binding energy of the nucleus, it breaks apart where the

electron scatters elastically from one of the nucleons, ejecting it from the nu-

cleus. The nucleons aren’t at rest, instead carrying an initial momentum of ∼55

- 250 MeV due to their motion in the nucleus, behaving like a Fermi gas [48].

This Fermi motion results in a broadening of the quasi-elastic peak centered at

ν = Q2/2M where M is the nucleon mass, and ν is the energy loss due to the

elastic scattering from a free nucleon. The invariant mass is W2 = M2.

Resonances

The substructure of the nucleon begins to be probed within this region, where

ν and Q2 is high enough such that 1.2 < W < 2 GeV. The quarks within the

nucleon absorb the virtual photon’s energy, leading to unstable excited states

called resonances, the most prominent one being the ∆ resonance at W = 1.232

GeV. Higher resonances occur at W > 1.4 GeV but are trickier to distinguish

from one another as one climbs higher in W, as their peaks and tails begin to

blur together.

Deep Inelastic Scattering (DIS)

Finally, ν and Q2 is large enough so that the quarks may be resolved within the

nucleon. The deep inelastic scattering (DIS) region constitutes that for which

the invariant mass W > 2 GeV, where the electron scatters from an asymptoti-

cally free quark or anti-quark. It is within this regime where the Bjorken scaling

variable x given by Equation 1.4 becomes useful and particularly applicable.
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1.3 Deep Inelastic Scattering Formalism

The differential cross-section for the single photon-exchange scattering process

depicted in Figure 1.2 is given by:

d2σ

dΩdE′ =
α2E′

Q4E
LµνWµν (1.6)

where α is the electromagnetic fine structure constant. The leptonic tensor

Lµν for an incident electron of helicity ±1/2 can be expressed as:

Lµν = 2kµk
′ν + 2k

′µkν + gµνq2 ∓ 2iϵµνλρkλk′ρ (1.7)

The symmetric part under the interchange µ ↔ ν corresponds to an un-

polarized lepton, while the anti-symmetric part to the polarized lepton. The

metric tensor gµν is defined as:



1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 −1


(1.8)

and ϵµνλρ = 1 if µνλρ is an even permutation of 0123, -1 if it is an odd

permutation, and 0 if any two indices are the same.

The hadron structure is described by the response functions W1,2 and G1,2 in

the hadronic tensor Wµν defined as:

Wµν =

(
qµqν

q2 − gµν

)
W1(x, Q2) +

(
pµ −

p · q
q2 qµ

)(
pν −

p · q
q2 qν

)
W2(x, Q2)

M2

+ iϵµνλρqλ

[
sρG1(ν, Q2) + (p · qsρ − s · qpρ)

G2(ν, Q2)

M2

]
(1.9)

where sρ is the target spin vector. Within the DIS region, it’s standard to
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work with the dimensionless spin-independent structure functions F1,2 defined

as:

F1(x, Q2) = MW1(ν, Q2) (1.10)

F2(x, Q2) = νW2(ν, Q2) (1.11)

and the spin-dependent structure functions g1,2:

g1(x, Q2) = MνG1(ν, Q2) (1.12)

g2(x, Q2) = ν2G2(ν, Q2) (1.13)

1.3.1 Unpolarized Structure Functions

The unpolarized structure functions F1,2 can be accessed experimentally by

measuring the cross-section of an unpolarized target and unpolarized electron

beam, defined as:

d2σ0

dΩdE′ =
α2 cos2( θ

2)

4E2 sin4( θ
2)

(
2
M

F1(x, Q2) tan2 θ

2
+

1
ν

F2(x, Q2)

)
(1.14)

The multiplicative term in the front is the Mott cross-section, which de-

scribes scattering from a point-like particle:

σMott =
α2 cos2 θ

2

4E2 sin4 θ
2

(1.15)

The composite structure of the nucleon is encapsulated within the F1 and F2

structure functions. The unpolarized cross-section σ0 (for short-hand) can also

be written in terms of the longitudinal and transverse virtual photoabsorption

cross-sections σL and σT, respectively:

10



d2σ0

dΩdE′ = Γ(σT(x, Q2) + ϵσL(x, Q2)) (1.16)

where

ϵ =
1

1 + 2(1 + ν2/Q2) tan2( θ
2)

(1.17)

is the ratio of the longitudinal to transverse polarization of the virtual pho-

ton, and

Γ =
α

2π2Q2
E′

E
K

1 − ϵ
(1.18)

is the flux of virtual photons. The factor K = ν(1 − x) is in the Hand’s

convention [49]. F1 and F2 can then be expressed in terms of σL and σT:

F1(x, Q2) =
K

4π2α
MσT(x, Q2) (1.19)

F2(x, Q2) =
K

4π2α

ν

(1 + ν2/Q2)

[
σL(x, Q2) + σT(x, Q2)

]
(1.20)

and the ratio of the longitudinal and transverse cross-sections is defined as:

R(x, Q2) =
σL(x, Q2)

σT(x, Q2)
=

F2(x, Q2)

2xF1(x, Q2)

(
1 +

4M2x2

Q2

)
− 1 (1.21)

Alternatively, F1 can be expressed in terms of R and F2 according to:

F1(x, Q2) =
F2(x, Q2)(1 + γ2)

2x(1 + R(x, Q2))
(1.22)

with γ2 = Q2

ν2 = (2Mx)2

Q2 . The convention used throughout this dissertation

going forward will be expressing the unpolarized structure functions in terms

of the nucleus, with the multiplicative atomic mass number A applied implic-

itly: F1 = AF
′
1 and F2 = AF

′
2 with F,

1,2 being the unpolarized structure functions

11



per nucleon.

1.3.2 Polarized Structure Functions

The polarized structure functions g1,2 can be accessed experimentally by mea-

suring the cross-section differences between a longitudinally-polarized electron

beam (denoted by ↑) scattering off of a target polarized either longitudinally (⇑

if parallel to the incident electron helicity, and ⇓ if anti-parallel) or transversely

(⇒ or ⇐) with respect to the beam’s helicity.

The longitudinal case is expressed as:

d2σ↑⇑
dΩdE′ −

d2σ↑⇓
dΩdE′ = ∆σ∥

=
4α2E′

νEQ2

[
(E + E′ cos(θ))g1(x, Q2)− 2Mxg2(x, Q2)

] (1.23)

And the perpendicular case as:

d2σ↑⇒
dΩdE′ −

d2σ↑⇐
dΩdE′ = ∆σ⊥

=
4α2E′2

νEQ2 sin(θ)
[

g1(x, Q2) +
2ME

ν
g2(x, Q2)

] (1.24)

1.3.3 Interpreting the Structure Functions

Both the unpolarized and polarized structure functions have thus far been used

to parameterize the unknown composite structure of the nucleon to simplify

the equations. The physical meaning behind these quantities and how they

describe the physics of the interactions within the nucleon will be discussed.
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Bjorken Scaling

When probing an object of a finite size, the measurement will depend upon the

spatial resolution of our probe. The probe in the deep inelastic scattering case

is the virtual photon exchanged between the electron and quark, and the reso-

lution is dictated by the momentum transferred to the target squared, Q2. (See

Figure 1.4 below.) At this point where the Q2 value is high enough to resolve a

quark, the inelastic scattering between the electron and nucleon may be consid-

ered as elastic scattering from a single quark, with the others remaining undis-

turbed. Since quarks are point-like particles, as we currently understand, with

no internal structure, increasing the resolution Q2 wouldn’t affect the interac-

tion. In the limit of Q2 → ∞ and ν → ∞, with x = Q2/(2Mν) fixed (known as

the Bjorken limit), this phenomenon where the unpolarized structure functions

lose their Q2-dependence is referred to as Bjorken scaling [50]. This anticipation

by Bjorken and in the late 1960’s was the critical impetus for the idea that what

was previously considered to be elementary particles (the proton and neutron)

actually contains point-like constituents, and led to the conception of the Par-

ton Model (discussed in Section 1.3.3). In this picture, the structure functions

depend only on x, and F2 can be related to F1 through the Callan-Gross relation

[51]:

F2(x) = 2xF1(x) (1.25)

Scaling Violating

In reality, at finite values of Q2 ̸= ∞, the quarks participating in the interac-

tion with the electron may radiate gluons before or after the scattering process,

shown below in Figure 1.5.

These processes result in an infinite cross-section and can only be treated

correctly when all the other processes of the same order are taken into account.
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Figure 1.4: A depiction of the lowest-order electron-quark scattering process.

Figure 1.5: The two lowest-order gluon radiation in electron-quark scattering.
Figure reproduced from [6].

These gluonic contributions result in the cross-section developing a logarithmic

Q2 dependence, which manifests itself within the structure functions, and can

be calculated perturbatively in QCD. This Q2-dependence can be seen within

the non-linear trend within the F2 measurements below in Figure 1.6, conducted

over several orders of magnitude in both x and Q2. The physical interpretation

of the scaling violation is that the structure functions at low Q2 are dominated

by three valence quarks "dressed" by sea quarks (being quark-anti-quark pairs)

and gluons. As Q2 increases, so does the resolving power, and we become

sensitive to the "bare" quarks and gluons that make up the nucleon. Such is the

case for experiment E12-06-110, which was performed in the "valence" region

up to x ∼ 0.75 and Q2 ∼ 10 GeV2, where sea-effects are negligible.

The Quark-Parton Model

For the sake of appreciating the meaning of Bjorken scaling, we’ll assume it

holds true for this explanation, and will then adapt it to include the condition

14



Figure 1.6: Scaling violation revealed through the Q2-dependence of the F2
structure function in the proton. Figure reproduced from [7].

of when viewed with a spatial resolution determined by Q2 to properly reflect reality.

Any object of a finite size, like the quark, must have a form factor despite a lack

of further internal structure, and hence some Q2 dependence. The scaling be-

havior of structure functions implies that the proton, for example, must contain

point-like objects.
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The quark-parton model (QPM) allows one to connect the quark behavior to

the structure functions. It views the nucleon as a collection of non-interacting,

point-like constituents called "partons", where the one involved in the scatter-

ing process has a fraction x of the nucleon’s longitudinal momentum and ab-

sorbs the virtual photon. The resulting total nucleon cross-section is considered

to be the sum of the cross-sections from scattering off of the individual partons,

weighted by their number densities. Since partons interact with virtual photons

through the electromagnetic interaction, each contribution should be weighted

by its electric charge squared. The unpolarized F1(x) and polarized g1(x) struc-

ture functions can be related to the spin-averaged and spin-dependent quark

distributions, respectively, according to:

F1(x) =
1
2 ∑

i
e2

i qi(x) =
1
2 ∑

i
e2

i

[
q↑i (x) + q↓i (x)

]
(1.26)

g1(x) =
1
2 ∑

i
e2

i ∆qi(x) =
1
2 ∑

i
e2

i

[
q↑i (x)− q↓i (x)

]
(1.27)

where ei is the electromagnetic charge of the ith quark, qi(x) = q↑i (x) + q↓i (x)

is the unpolarized parton distribution function (PDF), defined as the probability

that the ith quark inside the nucleon carries the fraction x of the nucleon’s mo-

mentum, and ∆qi(x) = q↑i (x)− q↓i (x) is the polarized PDF where q↑i (x)(q↓i (x))

is the number density, or the probability that the spin of the ith quark is aligned

parallel (anti-parallel) to the nucleon spin, when it carries the fraction x of the

nucleon’s momentum.

Measuring unpolarized and polarized cross-sections on both protons and

neutrons allows one to extract partly how different quarks form a nucleon and

how the different quarks’ spins are aligned along the nucleon spin direction.

The same idea is applied to the sea-quarks (qq pairs) to extract anti-quark dis-

tributions provided by the Drell-Yan process. The idea is then to combine re-
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sults from DIS and Drell-Yan processes to separate quark and anti-quark dis-

tributions (polarized and unpolarized PDFs) of each flavor in the nucleon. The

transverse polarized structure function g2(x) unfortunately doesn’t have a sim-

ple interpretation within the quark parton model, as it necessarily describes the

transverse spin structure of the nucleon, which vanishes in the QPM. Gaining

understanding of g2 requires the examination of the interactions that occur be-

tween gluons and quarks that bind the nucleons together.

To account for the violation of Bjorken scaling which means a Q2-

dependence of the structure functions, equations 1.28 and 1.29 can simply be

re-written to include Q2:

F1(x, Q2) =
1
2 ∑

i
e2

i qi(x, Q2) =
1
2 ∑

i
e2

i

[
q↑i (x, Q2) + q↓i (x, Q2)

]
(1.28)

g1(x, Q2) =
1
2 ∑

i
e2

i ∆qi(x, Q2) =
1
2 ∑

i
e2

i

[
q↑i (x, Q2)− q↓i (x, Q2)

]
(1.29)

The Operator Product Expansion

While the QPM provides a probabilistic interpretation for the DIS structure

functions in the limit of Q2 → ∞, the cross-sections are needed to be calcu-

lated at finite Q2. An approach called the Operator Product Expansion (OPE)

provides the tools to do so by separating the perturbative component from the

non-perturbative within the formalism, where "moments" of structure func-

tions may be computed [52]. In the limit of x → 0, the product of two local

quark or gluon operators Oa(x)Ob(0) can be written as:

lim
x→0

Oa(x)Ob(0) = ∑
k

cabk(x)Ok(0) (1.30)
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where cabk are the Wilson coefficients and contain the perturbative por-

tion, with the non-perturbative effects becoming significant for distances much

larger than x. The non-perturbative components are contained in Ok(0) and

contribute to the cross-section on the order of:

x−n(Q/M)2−D−n (1.31)

where D and n are the mass dimension and spin of the operator, respec-

tively. M is the nucleon mass as usual and Q =
√

Q2. The "twist" is defined as

t ≡ D − n where at large Q2, the leading twist t = 2 dominates, and at small

Q2 higher twist operators need to be considered.

The work of Wandzura and Wilczek polarized structure function g2(x, Q2)

can be separated into twist-2 and higher-twist terms, with the twist-2 term de-

termined by g1(x, Q2). Ignoring quark mass effects, g2(x, Q2) can be expressed

as [53]:

g2(x, Q2) = gWW
2 (x, Q2) + g2(x, Q2) (1.32)

where gWW
2 is a pure twist-2 term, which can be expressed entirely in terms

of g1:

gWW
2 = −g1(x, Q2) +

∫ 1

x

g1(y, Q2)

y
dy (1.33)

and g2(x, Q2) is a twist-3 term that contains quark-gluon correlations. This

allows for isolation of the higher-twist component of g2 if the knowledge of

twist-2 g1 is present. This makes g2 a useful measure of higher-twist effects

within non-perturbative QCD since it contributes at leading order to the elec-

tron double-spin asymmetry A⊥, explained in Chapter 2.
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Chapter 2

An
1 : THE NEUTRON SPIN

ASYMMETRY

2.1 A1 and A2: The Virtual Photon-Nucleon Asym-

metries

At the nucleon-virtual photon interaction vertex, the absorption of the virtual

photon q by the nucleon p with energy difference ν is related to the imaginary

part of the forward virtual Compton scattering amplitude f (ν) given by the

Optical Theorem [54]:

σtot(ν) =
4π

ν
Im f (ν) (2.1)

A virtual photon may have three possible polarization states with helicitiesii

1, -1, or 0. Here, we consider a circularly polarized photon of spin 1 scattering

off of a longitudinally-polarized spin-1/2 nucleon with possible spin states -

1/2 or 1/2. Just four independent Compton helicity amplitudes A describe

the initial photon and nucleon helicity states (a, b) transitioning to final helicity

iiHelicity is distinct from spin as it’s the projection of its spin along the direction of its mo-
mentum.
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Figure 2.1: A diagram depicting the optical theorem. Figure reproduced from
[8].

states (c, d) as A(a,b)→(c,d) to form the virtual photoabsorption cross sections

[55]:

σ3/2 =
4πα

MK
A(1,1/2)→(1,1/2) =

4πα

MK

(
F1 − g1 + γ2g2

)
(2.2)

σ1/2 =
4πα

MK
A(1,−1/2)→(1,−1/2) =

4πα

MK

(
F1 + g1 − γ2g2

)
(2.3)

σL =
4πα

MK
A(0,1/2)→(0,1/2) =

4πα

MK

(
−F1 +

1 + γ2

2x
F2

)
(2.4)

σLT =
4πα

MK
A(1,−1/2)→(0,1/2) =

4πα

MK
γ (g1 + g2) (2.5)

where γ2 = (2Mx)2/Q2 and the virtual photon flux factor K = ν(1 − x)

in the Hand convention [49]. Structure functions F1, F2, g1 and g2 are all func-

tions of (x, Q2). The two helicity-dependent cross sections σ1/2 and σ3/2 rep-

resent those obtained from the scattering between a virtual photon with spin

anti-parallel (1 - 1/2 = 1/2) and parallel (1 + 1/2 = 3/2) to the nucleon spin,

respectively. See Figure 2.2 below.

The virtual photon-nucleon asymmetry A1 is defined as:

A1 =
σ1/2 − σ3/2

σ1/2 + σ3/2
=

g1(x, Q2)− γ2g2(x, Q2)

F1(x, Q2)
(2.6)
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Figure 2.2: Parallel (left) and anti-parallel (right) spin projections of the virtual
photon and target nucleon used to define the A1 spin asymmetry.

At large Q2 (compared to the nucleon mass, Q2 >> 1 GeV2), A1 ∼ g1/F1

since γ2 → 0 as Q2 → ∞. As a ratio of structure functions, theoretically the

asymmetry has less Q2-dependence than the structure functions themselves,

since g1 and F1 follow the same Q2 evolution described by the DGLAP equa-

tions [56, 57, 58] at leading-order (LO) and next-to-leading order (NLO). This is

further reflected in experimental data collected on the proton and neutron [59].

However, since this isn’t true for higher orders (≥ N2LO), there is no justifica-

tion for claiming A1 to be exactly constant [60]. Data taken in E12-06-110 with a

beam energy of ∼ 10.4 GeV at two different momentum settings on each spec-

trometer allows for further study of any Q2-dependence on the asymmetry. An

added benefit to measuring asymmetries is that the systematic error associated

with measuring cross-sections tend to cancel in the ratio.

The virtual photon-nucleon asymmetry A2 is defined as:

A2 =
2σLT

σ1/2 + σ3/2
=

γ(g1(x, Q2) + g2(x, Q2))

F1(x, Q2)
(2.7)

There exists no physical interpretation of σLT - the cross-section arising from

an interference between the longitudinal and transverse virtual photon-nucleon

amplitudes - comparable to that of σ3/2 and σ1/2. It is bounded by a function of

A1 and the ratio R = σL/σT, known as the Soffer Bound [61]:
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A2(x, Q2) ≤
√

R(x, Q2)

2
[1 + A1(x, Q2)] (2.8)

2.2 A1 and A2 via Electron Asymmetries: A∥ and A⊥

Since aligning the virtual photon spin direction along the direction of the nu-

cleon spin is experimentally challenging, the incident electron spin is instead

aligned parallel (anti-parallel) or perpendicular (anti-perpendicular) to the nu-

cleon, or target, spin. For a target polarized parallel to the beam direction,

the experimental longitudinal electron asymmetry is expressed in terms of the

cross-sections as [62]:

A =
σ↓⇑ − σ↑⇑

σ↓⇑ + σ↑⇑ (2.9)

where σ↓⇑(σ↑⇑) indicates the cross-section for scattering off a longitudinally-

polarized target, with incident electron spin anti-parallel (parallel) to the target

spin. Similarly, the transverse electron asymmetry is defined for a target polar-

ized perpendicular to the beam direction as:

A =
σ↓⇒ − σ↑⇒

σ↓⇒ + σ↑⇒ (2.10)

where σ↓⇒(σ↑⇒) indicates the cross-section for scattering off a transversely

polarized target, with incident electron spin anti-parallel (parallel) to the beam

direction, and the scattered electrons being detected on the same side of the

beam as that to which the target spin is pointing [5]. The electron asymmetries

can be related to the photon-nucleon asymmetries A1 and A2 using a few kine-

matic factors:

A∥ = D(A1 + ηA2) (2.11)
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A⊥ = d(A2 − ξA1) (2.12)

The virtual photon polarization factor D is defined as:

D =
1 − (1 − y)ϵ

1 + ϵR(x, Q2)
(2.13)

where y = ν/E is the fraction of energy loss of the scattered electron, and ϵ

is the magnitude of the virtual photon’s transverse polarization:

ϵ = 1/
[
1 + 2(1 + 1/γ2) tan2(θ/2))

]
(2.14)

where θ is the electron scattering angle. The remaining coefficients are ex-

pressed in terms of aforementioned quantities:

η = (ϵ
√

Q2)/(E − E′ϵ) (2.15)

ξ = η(1 + ϵ)/(2ϵ) (2.16)

d = D
√

2ϵ/(1 + ϵ) (2.17)

Rearranging equations 2.11 and 2.12 allows us to obtain expressions for A1

and A2 in terms of A∥ and A⊥:

A1 =
A∥

D(1 + ηξ)
− ηA⊥

d(1 + ηξ)
(2.18)

A2 =
ξ A∥

D(1 + ηξ)
+

A⊥
d(1 + ηξ)

(2.19)

Equations 2.18 and 2.19 allows us to extract A1 and A2 from the measured

electron asymmetries.
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2.3 Extracting Structure Function Ratios from A∥

and A⊥

To compare experimental measurements of A∥ and A⊥ to theoretical predic-

tions of structure functions, the ratio R(x, Q2) = σL/σT can be used to express

the structure function ratios in terms of electron asymmetries [63]:

g1

F1
=

1
d′
(A∥ + tan(θ/2)A⊥) (2.20)

g2

F1
=

y
2d′

(
−A∥ +

E + E′ cos θ

E′ sin θ
A⊥

)
(2.21)

where d′ = [(1 − ϵ)(2 − y)]/[y(1 + ϵR)].

2.4 The Valence Region (x → 1 Limit)

The virtual photon-nucleon asymmetry A1 is a physical quantity that can re-

veal important information about nucleon spin structure. The valence domain

(x > 0.5) in particular is useful because it’s a region free of sea effects (qq pairs

and hard gluons), so the spin is considered to be carried by the valence quarks,

as shown in Figure 2.3. It therefore serves as a relatively clean region in which

to measure A1. Moreover, several theoretical calculations exist that give rise

to various different predictions at high-x. Precise data allows us to test which

models should survive going forward in our pursuit of understanding nucleon

spin structure. Large-x is generally a poorly-explored region due to the low

rates, and data on the neutron itself is challenging due to there being no free

neutron target available for use. But Jefferson Lab’s 12 GeV-era polarized 3He

target provides the luminosity needed to help distinguish varying predictions

at high-x. The theoretical predictions as x → 1 are those in the deep inelastic

regime (W > 2 GeV), where the partonic structure of nucleons can be resolved.
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This is distinct from the resonance region, which the kinematics of this experi-

ment covered for x-bins greater than 0.75.

Figure 2.3: Polarized valence and sea quark parton distribution functions
(PDFs) for the proton at Q2 = 10 GeV2 from the NNPDFpol1.1 parameteriza-
tion [9]. uv and u are the up valence and sea quark polarized PDFs. The same
labeling is used for the down (d) and strange (s) quarks.

2.5 Flavor Decomposition of PDFs

Understanding how the spin of quarks (and gluons) contribute to the over-

all nucleon spin means necessarily means understanding their polarized ∆q(x)

and unpolarized q(x) parton distribution functions (PDFs). These quantities

can be accessed through measured ratios of polarized g1 to unpolarized F1

structure functions, as defined in equations 1.29 and 1.28, respectively. Assum-

ing isospin asymmetry, the ratio g1/F1 for the proton and neutron in terms of

their quark PDFs is given as:
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gp
1

Fp
1
=

4∆u + ∆d + 4∆u + ∆d + ∆s + ∆s
4u + d + 4u + d + s + s

(2.22)

gn
1

Fn
1
=

∆u + 4∆d + ∆u + 4∆d + ∆s + ∆s
u + 4d + u + 4d + s + s

(2.23)

Where gp
1 /Fp

1 is the ratio for the proton and gn
1 /Fn

1 is that for the neutron.

One may then use the two above equations to extract the ratio of the polarized

to unpolarized PDFs for the up and down quarks:

∆u + ∆u
u + u

=
4

15
gp

1

Fp
1

(
4 +

d + d
u + u

)
− 1

15
gn

1
Fn

1

(
1 + 4

d + d
u + u

)

+
s + s

u

(
4
15

gp
1

Fp
1
− 1

15
gn

1
Fn

1
− 1

5
∆s + ∆s

s + s

) (2.24)

∆d + ∆d
d + d

=
4
15

gn
1

Fn
1

(
4 +

u + u
d + d

)
− 1

15
gp

1

Fp
1

(
1 + 4

u + u
d + d

)
+

s + s
d

(
4

15
gn

1
Fn

1
− 1

15
gp

1

Fp
1
− 1

5
∆s + ∆s

s + s

) (2.25)

A global QCD fit may be used to extract the u, u, d, d, s, and s PDFs, a fit to

current world data on gp
1 /Fp

1 , and data on g
3He
1 /F

3He
1 with nuclear corrections to

serve as gn
1 /Fn

1 . The specifics of each input will be further explained in Chapter

5.
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2.6 Models of A1

A brief and so non-exhaustive touri of some of the current models of the past

few decades will be taken, paying special attention to those providing direct

predictions of An
1 . Current measurements are then listed in Table 2.1 and plotted

with theoretical predictions from these models in Figure 2.6, both in Section 2.7.

2.6.1 SU(6): Non-Relativistic Constituent Quark Model

A constituent quark may be considered as a "bare" or current valence quark that

is dressed by clouds of mesons (qq pairs) and gluons. Like the fundamental

QCD quarks, they are fermions with 1/2-spin and share the same conserved

charges, but they have effective masses greater than the current quark masses

of perturbative QCD (pQCD). While this model had been very successful in

describing the phenomenology of hadronic physics, its failure resulting from

the assumption of SU(6) symmetry was the impetus for the generation of more

complicated models.

In the non-relativistic constituent quark model, the nucleon is described in

terms of a symmetric SU(6) wavefunction in both the constituent quark and

current quark basis, shown below in Figure 2.4. Spin and isospin are equal

to 1/2, and the orbital angular momentum of the three constituent quarks is

excluded. The wavefunction of a neutron polarized along the +ẑ direction (S =

1/2, Sz = +1/2) is given by [69]:

iModels excluded include the Instanton Model [64], which predicts a negative Ap
1 - being

at odds with the current world data - and whose theoretical basis is extremely sensitive to
the nuances of SU(6) symmetry breaking and so is challenging to apply to the neutron. They
are described as non-perturbative vacuum fluctuations of the gluon fields which delocalize
quark wave functions. Additionally there are the MIT Bag Models [65, 66, 67, 68], which treat
the hadron has a finite region of space in which the strong fields are confined, and whose
most recent version includes a relativistic treatment of the valence quarks and predicts the pion
cloud has net spin opposite to that of the bare nucleon - undressed with pions - and includes
one-gluon exchange, thereby further reducing the valence quark spin.
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Figure 2.4: SU(6) wavefunction for the neutron. Figure reproduced from [5].

|n ↑⟩ = 1√
2
|d ↑ (ud)S=0,Sz=0⟩

+
1√
18

|d ↑ (ud)S=1,Sz=0⟩ −
1
3
|d ↓ (ud)S=1,Sz=1⟩

− 1
3
|u ↑ (dd)S=1,Sz=0⟩ −

√
2

3
|u ↓ (dd)S=1,Sz=1⟩

(2.26)

where S in the subscript denotes the total spin of the "diquark" state and

Sz is its projection along the +z direction. Interchanging the u and d quarks in

Equation 2.26 yields the wavefunction for the proton. When SU(6) is considered

a perfect symmetry, the diquarks states for which S = 0 and S = 1 contribute

equally [70]. Calculating the probability of finding each quark in a given spin

state and adding them together yield the following predictions:

Ap
1 =

5
9

, An
1 = 0,

∆u
u

=
2
3

, and
∆d
d

=
−1
3

(2.27)

SU(6) symmetry can be evaluated through the ratio Fn
2 /Fp

2 in the valence

quark region, making use of the structure functions’ definitions in terms of un-

polarized PDFs. The convention u(x) ≡ up(x), d(x) ≡ dp(x) and s(x) ≡ sp(x)

is used to denote the PDFs of the proton. For the neutron, one has un(x) =

dp(x) = d(x) and dn(x) = up(x) = u(x) based on isospin symmetry. The

strange quark distribution for the neutron is assumed to be the same as that

of the proton, that is, sn(x) = sp(x) = s(x). It is the convention that all PDF
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notation used are for the proton, unless explicitly mentioned otherwise.

The F2 ratios of the neutron to proton is equal to:

Rnp ≡ Fn
2

Fp
2
=

u(x) + 4d(x)
4u(x) + d(x)

(2.28)

In DIS, exact SU(6) symmetry implies equivalent distributions for the va-

lence quark PDFs via u(x) = 2d(x) for all x:

Rnp =
2
3

(2.29)

Measurements from SLAC of this ratio [71, 72, 73] are shown in Figure 2.5

below, which revealed Rnp ̸= 2/3, breaking SU(6) symmetry [74]. Therefore,

additional models of A1 are needed.

Figure 2.5: The world data on Fn
2 /Fp

2 . Note the stark contrast of its downward
linear trend toward ∼ 1/4 to the SU(6) prediction of 2/3. Figure reproduced
from [5].
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2.6.2 SU(6) Symmetry Breaking via Hyperfine Interactions

A natural explanation of SU(6) symmetry breaking is through the hyperfine (or

chromomagnetic) interaction among the quarks in the diquark state, given by

equation [10]:

Hij
h f = Aij

{
8π

3
−→
S i ·

−→
S jδ

3(−→r ij) +
1
r3

ij

[
3(
−→
S i · r̂ij)(

−→
S j · r̂ij)−

−→
S i ·

−→
S j

]}
(2.30)

where Aij = 2αs/(3mimj), αs is the interaction strength, mi,j is the mass of

the ith and jth quarks, respectively, and −→r ij is their relative position to each

other. To zeroth order, nucleons are S-wave particles, and the only remaining

term is the Fermi contact termi:
−→
S i ·

−→
S jδ

3(−→r ij). In the nucleon rest frame,

this term raises the energy of the S = 1 diquark states and lowers that of the

S = 0 diquark states, rendering the first term in Equation 2.26 more stable,

thereby becoming the dominant term in the PDF as x → 1. Implementing rel-

ativistic motion of the quarks in a consistent quark model (QCM) reduces the

contribution of the quarks’ spin to the overall spin of the nucleon. This effect is

manifested as a probability for a "spin-flip":

cA(x) = nx(1 − x)n (2.31)

which vanishes at high-x. Imposing the condition 2 < n < 4 allows the

relativistic SU(6) polarized PDFs (encapsulated in the structure function g1) to

satisfy the Bjorken sum rule [10, 75]:,

Γp−n
1 (Q2) =

∫ 1

0
[gp

1 (x, Q2)− gn
1 (x, Q2)] dx (2.32)

thereby providing the necessary amount of relativistic "quenching", or sup-

iIt is this interaction that accounts for the 300 MeV energy difference between the nucleon
and ∆(1232) masses.
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pression of the quark’s contribution to the nucleon spin. Furthermore, the

model places a parameterization of the ratio d(x)/u(x):

d(x)
u(x)

= κ(1 − x) for x → 1 and0.5 < κ < 0.6 (2.33)

This means that a pair of identical quarks resides in an S = 1 state, while ud

pairs are in mixed S = 0 and S = 1 states. In the proton, up quarks on average

have a higher energy than down quarks, resulting in a greater probability of

finding an up quark at high x than a down quark, since in this region, a single

quark carries most of the fractional longitudinal momentum of the nucleon.

This results in the following predictions at x = 1:

Ap
1 = 1, An

1 = 1,
∆u
u

= 1
∆d
d

= −1
3

(2.34)

The model furthermore predicts:

lim
x→1

Fn
2

Fp
2
=

1
4

(2.35)

which, looking at Figure 2.5, agrees with the data at high-x. Incorporating

the hyperfine interaction with relativistic effects within the constituent quark

model allows it to remain consistent with its non-relativistic predecessor of

Section 2.6.1, adequately describing the baryon spectrum, but with enhanced

agreement with experimental data, making it a promising model to keep in our

spin-structure toolbox. It is useful in the large-x region since nearly all quan-

tum numbers, momentum, and spin of the nucleon are carried by the valence

quarks, which can therefore be considered as constituent quarks.

2.6.3 Perturbative QCD

As x → 1, the scattering of the virtual photon is with a high-energy quark, and

so the process can be treated perturbatively, since the coupling between partons
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at high-energy is relatively weak.

Hadron Helicity Conservation

The first approach of applying pQCD was the work of Farrar et al. [76, 77],

in which the orbital angular momentum of the quarks is assumed to be zero.

When a virtual photon probes the nucleon, the quarks in the diquark state can

have their spins either anti-aligned (S = 0) or aligned (S = 1). The quarks in

the S = 0 state undergo a spin-flip through exchanging a transversely polarized

gluon, while those in the S = 1 state exchange a longitudinally polarized gluon

with no spin-flip. Therefore angular momentum is conserved in both cases. The

ratio of the small momentum of the quark-pair to the larger momentum of the

longitudinally-polarized gluon suppresses this mode. Since the S = 0 mode

dominates, as x → 1, the struck quark must carry the helicity of the nucleon,

undergoing a process referred to as "Hadron Helicity Conservation" (HHC).

A fit to g1 proton data collected during SLAC E142 and the SMC experiment

at CERN was made by Brodsky, Burkardt, and Schmidt (BBS), with the HHC

applied in the large-x region [78]. Three years later, a group of Leader, Siderov,

and Stamenov (LSS) expanded upon their parameterizations for the helicity-

dependent quark distributions (∆q) by implementing Q2-evolution and fitting

directly to global A1 data, this time including the neutron. The result of this

pQCD fit with HHC is referred to as the LSS(BSS) fit. It yields the following

predictions in the limit of x → 1:

Ap
1 = 1, An

1 = 1,
∆u
u

= 1,
∆d
d

= 1, and Rnp =
3
7

(2.36)

Quark Orbital Angular Momentum

Since there’s no physical rationale to assume quarks have zero orbital angu-

lar momentum [79], the LSS group went ahead and made fits to gn
1 /Fn

1 [80] at
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leading and next-to-leading order (NLO) in Q2 without the constraints imposed

by HHC. That same year, Avakian et al developed a pQCD calculation that ex-

plicitly includes Fock states with non-zero quark orbital angular momentum

[16]. These Fock states enhance the helicity-flip amplitudes logarithmically. At

large x, the positive helicity state (in which the quark spin is aligned with the

nucleon spin) scaled like (1 − x)3, whereas the negative helicity state scales as

(1 − x)5 log2(1 − x). This has a large impact on ∆d/d in particular. The better

agreement the LSS and Avakian et al fits have with the data (shown in Figure

2.6 as "pQCD with angular momentum") compared to the parameterizations re-

quiring HHC (shown as "pQCD") suggest the importance quark orbital angular

momentum plays in contributing to the nucleon spin.

2.6.4 Statistical Model of the Nucleon

Another model exists that employs a statistical approach, where the nucleon is

viewed as a gas of massless partons (quarks, anti-quarks, gluons) in equilib-

rium at a given temperature in a finite volume [11]. The parton’s distribution

p(x) at an input energy scale Q2
0 is given by:

p(x) ∝ (exp
x − X0p

x
± 1)−1 (2.37)

where addition is used for the quarks and anti-quarks which obey Fermi-

Dirac distributions, and subtraction for the gluons which obey Bose-Einstein

distributions. X0p is a constant, comparable to a thermodynamic potential for

the parton p, and x is a universal temperature for all partons. A global NLO

QCD analysis was performed using this statistical paramaterization for both

unpolarized and polarized DIS data, which yielded eight best parameters. The

chiral nature of QCD results in two properties of the thermodynamic potential:

the potential of a quark with helicity h is opposite of the that of an anti-quark

with helicity −h, and the gluon potential is zero. Moreover, the dominance of
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the u quark over the d quark (in the proton) within DIS data implies that the

total potential of the u quarks is greater than that of the d quarks. This results

in the following predictions in the limit of x → 1:

Ap
1 = 0.80, An

1 = 0.30,
∆u
u

= 0.77, and
∆d
d

= −0.35. (2.38)

Since the statistical approach focuses on the global behavior of partons, it

theoretically should model the low-x region well, where the sea quarks and

gluons dominate in a sort of "parton zoo". Indeed it tends to model the data

particularly well in the low-x region, and does reasonably towards larger values

of x > 0.60, where the valence quarks dominate.

2.6.5 Quark-Hadron Duality

Bloom and Gilman [81, 82] saw an interesting relationship between measure-

ments of the F2 structure function in the DIS region - where the virtual photon

scatters from an essentially free, pointlike quark - and the resonance region -

where the scattering is off of a cluster of strongly-interacting quarks and glu-

ons. They observed that the F2 data in the resonance region (low W) follows a

global scaling curve for DIS data (high W) on average:

∫ x2(W2,Q2)

x1(W1,Q2)
Fres

2 (x, Q2) dx =
∫ x2(W2,Q2)

x1(W1,Q2)
FDIS

2 (x, Q2) dx (2.39)

where Fres
2 corresponds to measurements of F2 at W < 2 GeV at low Q2,

and FDIS
2 corresponds to measurements of F2 at W > 2 GeV measured at higher

Q2, but evolved to the same Q2 as the resonance data. When the integration is

carried out over the resonance region as a whole, Equation 2.39 describes global

duality. Conversely, when it’s performed over a single resonance, it describes

local duality. This indicates a common origin for the resonance - which a non-
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perturbative region - and DIS - a perturbative region.

Unpolarized data collected in Hall C from the 6 GeV era revealed 10% agree-

ment with global duality down to Q2 ∼ 0.5 GeV2, and that local duality is up-

held for the three most prominent resonances [83]. For the polarized case, data

from the HERMES [84] and CLAS collaborations [85, 86] collected from the pro-

ton and deuteron satisfied global duality down to Q2 = 1.7 GeV2, but violated

local duality up to Q2 ∼ 5 GeV2. Data from Jefferson Lab experiment run in

Hall A using 3He [87] found that global duality held for gn
1 and g

3He
1 down to

Q2 = 1.8 GeV2.

If local duality is assumed to be true, then the elastic electromagnetic form

factors GE and GM measured at large Q2 can be used to predict the behavior of

DIS structure functions in the limit of x → 1, and vice versa [88]. It has been

shown that asymptotically in the Q2 → ∞ limit, F1, F2, and g1 are determined by

the slope of G2
M, while g2 (which in DIS is associated with higher twist effects)

is determined by a combination of GE and GM. Conversely, with local duality,

one can use measured structure functions in the resonance region at large η,

which is the elastic analog to x in DIS, incorporating target mass corrections,

equal to 2x/(1 +
√

4M2x2/Q2), to extract GE and GM. This approach is model

independent due to duality being a phenomenological observation, which is in

agreement with the pQCD predication that A1 → 1 as x → 1.

2.6.6 NJL: A Chiral Soliton Model

There exist a variety of chiral soliton models, which are used in the low-energy,

non-perturbative regime in which quarks and gluons are strongly coupled and

react as a whole when probed. These models operate under the theoretical

basis of chiral symmetry breaking [89] to make predictions for structure func-

tions and their moments. The QCD lagrangian with N f massless flavors is

known to possess a large global "chiral" symmetry under unitary flavor trans-

35



formations of the corresponding left- and right-handed quark fields, or under

U(N f )× UR(N f ) rotations. If it were an exact symmetry, then a degeneracy in

parity of all states for otherwise equal quantum numbers would be expected.

However, this isn’t a physical reality as mass splittings between states of the

same quantum numbers but opposite parities are large: for example, the mass

of the ρ vector meson and axial a1 meson is 1260 MeV - 770 MeV ≈ 500 MeV,

and that between the nucleon and its parity partner the N(1535) resonance is ≈

600 MeV. These mass differences are too large to be explained by the existence

of small current quark masses (mu ≈ MeV, md ≈ 7 MeV, and ms ≈ 150 MeV)

which explicitly breaks chiral symmetry. It has therefore been concluded that

it is broken strongly and spontaneously, with an associated order parameter

called the "chiral condensate" which is on the order of a ∼ 100 MeV. Moving

forward treating the nucleon under the chirality formalism led to generalizing

QCD to an arbitrarily large number of colors Nc [90, 91]. This conveniently al-

lows for a perturbative approach to be used at low energies, taking 1/Nc as the

expansion parameter. This results in a description of the nucleon in an effective

theory in which many mesons and glueballs interact weakly, bringing the va-

lence quarks together. Interesting that utilizing a large Nc has been successful

in describing the mass splittings in the baryon octet and decuplet, despite its

value in nature being only three. One description in particular that treats the

nucleon as a chiral soliton is the Nambu-Jona-Lasinio (NJL) model [13], where

hadronic currents are described by quark degrees of freedom and is based on a

local four-fermion interaction with U(1)× SU(2)L × SU(2)R chiral symmetry.

This model has been employed by several groups [92, 93, 94].

2.6.7 Dyson-Schwinger Equations

The most recent addition to the host of spin-structure models is one that ana-

lyzes the strong interaction using the Dyson-Schwinger Equations (DSEs) [14].
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The calculations are carried out at x ∼ 1 where the nucleon elastic form factors

GE and GM can be tied to predictions of PDFs at large-x through a Poincare

covariant Faddeev amplitude. A dressed-quark propagator that is momentum

dependent and independent is used in constructing the Faddeev equation, re-

sulting in a "realistic" and "contact" prediction, respectively. The predictions

within the realistic description are:

Ap
1 = 0.59, An

1 = 0.17,
∆u
u

= 0.65, and
δd
d

= −0.26. (2.40)

And those within the contact picture:

Ap
1 = 0.88, An

1 = 0.34,
∆u
u

= 0.88, and
δd
d

= −0.33. (2.41)

These results reveal the importance of non-pointlike diquark correlations

within the nucleon, which arise naturally as a result of chiral symmetry break-

ing.

2.6.8 Extracting Polarized Structure Functions via LQCD

Due to the non-perturbative nature of QCD, making absolute predictions of nu-

cleon spin structure is generally difficult, and the valence region enables pQCD

to make predictions about the ratios of structure functions in the large-x re-

gion there quarks are weakly interacting. Meanwhile, Lattice QCD (LQCD)

provides the only known calculations from first principles in the low-energy,

or non-perturbative, region of hadron structure. While successful lattice QCD

calculations of spin and orbital angular momentum of the quarks and gluons,

integrated over x, exist[95], there still remains much to learn about their x-

dependence. But the breakthrough of several novel methods, namely the quasi-
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PDF formalism, allows access to their x-dependence [96]. For finite but large-

enough momenta, the Fourier transforms of the matrix elements of momentum-

boosted hadrons are related to their physical (light-cone) PDFs by applying a

matching procedure using Large Momentum Effective Theory (LaMET) [97].

Recently, the first Monte-Carlo based global QCD analysis of unpolarized and

polarized PDFs from DIS, Drell-Yan, and Lattice data was performed [98] using

the theoretical framework provided by the Jefferson Lab Angular Momentum

(JAM) Collaboration [99, 100, 101].

2.7 World Data of An
1 at Large x using 3He

Experimental measurements for An
1 using a 3He target have thus far been con-

ducted at SLAC, DESY (HERMES) and Jefferson Lab. The values are tabulated

below in Table 2.1 and plotted in Figure 2.6.

Table 2.1: Existing measurements of An
1 using 3He targets. This table excludes

SLAC E143 data points as it used a ND3 target, resulting in lower-precision An
1

measurements for x > 0.40. Only the DIS kinematics are listed for E06-014.

Experiment x Coverage Q2 Coverage (GeV2)
SLAC E142 [30] 0.03 ∼ x ∼ 0.60 2
SLAC E154 [31] 0.014 ∼ x ∼ 0.700 1 ∼ 17
HERMES [32] 0.023 ∼ x ∼ 0.600 1 ∼ 15

JLAB E99-117 [34] 0.327 ∼ x ∼ 0.601 2.7 ∼ 4.8
JLAB E06-014 [102] 0.277 ∼ x ∼ 0.548 3.08
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Figure 2.6: Current world data on An
1 collected using a polarized 3He target,

along with the predictions from the relativistic constituent quark model (CQM)
[10], statistical [11, 12], Nambu-Jona-Lasinio (NJL) [13], and two DSE-based
approaches which cross at x = 1 [14]. Quark OAM is assumed to be absent in
the pQCD model within the LSS (BSS) parameterization [15], but is explicitly
allowed in the Avakian et al. parameterization [16]. Credit to D. Flay.
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Chapter 3

THE E12-06-110 EXPERIMENT

3.1 Overview: Measurement and Kinematic Cover-

age

Data for experiment E12-06-110 was collected at Jefferson Lab’s experimental

Hall C using its upgraded polarized electron beam produced from its Continu-

ous Electron Beam Accelerator Facility (CEBAF). Production-level data-taking

began on January 12, 2020 and ended on March 13, 2020. The polarized 3He

target system was installedii and commissioned between November 2019 and

January 2020. The neutron spin asymmetry An
1 was measured with two spec-

trometers, the High Momentum Spectrometer (HMS) and Super High Momen-

tum Spectrometer (SHMS), each oriented at 30 degrees at opposite sides of the

30 µA, 10.38 GeV beamline. See Figure 3.1 below. Data was taken with the

SHMS central momentum values Pc set to 2.6 GeV and 3.4 GeV, and the HMS

at 2.9 GeV and 3.5 GeV. This allowed for the electron double-spin asymmetries

A∥ and A⊥ of inclusive 3−→He(e,e’) scattering to be measured in the deep inelastic

scattering region (0.25 < x < 0.75, 5 < Q2 = 10 GeV2) and resonance region

iiThis polarized target system isn’t included in Hall C’s standard non-polarized repertoire
of cryo- and solid targets, such as liquid hydrogen and liquid deuterium, or BeO, Carbon,
Aluminum, and so required special installation.
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(x-bins of 0.80, 0.86, and 0.92 up to Q2 = 12 GeV2). Figure 3.2 below shows the

2D kinematic coverage in x and Q2 of the SHMS and HMS at each central mo-

mentum setting.

Figure 3.1: Setup for experiment E12-06-110 in Hall C.

Measuring An
1 in the large-x region is challenging due to 1. there being no

free neutron target dense enough to utilize in a scattering experiment, due to

its short life-time of ∼ 15 minutes and 2. the requirement of high polarized

luminosity to obtain high-precision. Previously, polarized deuteron and, more-

recently, 3He nuclear targets have been used as effective neutron targets. There-

fore, nuclear corrections are thus required to extract neutron information. 3He

is a more attractive alternative due to its spin mainly coming from the neutron

(∼86%), with the two proton spins anti-aligned and thus canceling, compared

to deuteron, where approximately half of its spin comes from the proton. Neu-

tron results derived from the deuteron therefore have a large uncertainty due

to associated uncertainty from world proton data.

The last high-precision An
1 measurement was done in Jefferson Lab’s Hall A

with a 6-GeV electron beam, during experiment E06-014 in 2009, at the highest

x-bin of 0.573 at Q2 = 4.848 GeV2 [103]. Before that, it was Hall A’s experiment
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Figure 3.2: Kinematic coverage of the SHMS (top) and HMS (bottom) in x vs Q2.
The left corresponds to the lower-central momentum setting and the right the
higher-central momentum settings. The dashed black line indicates the W = 2
GeV line, which distinguishes the DIS region (to its left) from the resonance
(to its right). Both spectrometers remained fixed at 30◦ and collected data at a
single beam energy of 10.38 GeV.

E99-117 in 2001 reaching x = 0.601, at Q2 = 4.833 [5]. This experiment was

designed to improve upon these results by capitalizing upon JLab’s 12-GeV

upgraded electron beam together with a polarized target system that doubled

its predecessors’ luminosity, reaching ∼ 2 × 1036cm−2s−1, the highest in the

world. This marked the first time a polarized 3He target was employed in Hall

C, and the first use following the Lab’s energy upgrade. The system is described

in detail in Chapter 3.

3.2 CEBAF at Jefferson Lab in the 12 GeV Era

The high-energy polarized electron beam is provided by the Continuous Elec-

tron Beam Accelerator Facility (CEBAF) at Jefferson Lab, providing up to 11

GeV of beam to experimental halls A, B, and C and up to 12 GeV to Hall D. It
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delivers a continuous-wave electron beam reaching polarization up to ∼ 85%

and currents up to 100 µA. The 6 GeV-era of data-taking terminated in the

spring of 2012 and commissioning with the upgraded beam energy began in

the winter of 2017. The 6-GeV energy was achieved using a 67.5 MeV injector,

two 1/4-mile long superconducting radio-frequency (SRF) linear accelerators

(north and south linacs), and two magnetic recirculating arcs. Each linac com-

prised twenty superconducting cryomodules, each with eight niobium-made

cavities that were cooled to ∼2.2K by liquid 4He supplied by the Central He-

lium Liquifier (CHL). See Figure 3.3 below. The electrons reached their maxi-

mum energy of 6 GeV once recirculated five times, after making five "passes",

by using the RF separator at the end of the south linac.

To increase the maximum deliverable energy to 12 GeV, a few modifications

were made: the injector energy was increased to 123 MeV with a fourth laser

added to the injector system to accommodate Hall D, five new superconducting

cryomodules were added to each linac (making a total of 25 cryomodules in

each), a new CHL was added, along with a new arc (Arc 10) to steer the beam

towards the new hall, Hall D. Moreover, a 750 MHz 5th pass separator was

added to separate the beam for Hall D [104]. These modifications allowed for

all Halls to receive 2.2 GeV at first pass, 4.4 GeV at second pass, 6.6 GeV at third

pass, 8.8 GeV at fourth pass, and 11 GeV at fifth pass. i Hall D is able to receive

12 GeV beam at 5.5th pass.

3.2.1 The Polarized Electron Source

Polarized electrons are essentially produced via the photoelectric effect. Each

Hall has its own laser system as the starting point, which is comprised of a 1560

nm seed laser, an ErYb-doped fiber amplifier, and a periodically poled lithium

niobate (PPLN) crystal used to increase the photon frequency [105]. Each laser

iAchievable energy in E12-06-110 was closer to 10.4 GeV.
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Figure 3.3: CEBAF after the 12 GeV upgrade. The entire racetrack-shaped ac-
celerator is ∼7/8-miles long. Figure reproduced from [17].

of two halls is gain-switched so that the repetition rate of the electron bunches is

499 MHz, the third harmonic of the 1497 MHz fundamental frequency of the ac-

celerator, while each of the other two is gain-switched to 249.5 MHz.i The laser

of each Hall is linearly-polarized and directed toward the same strained super-

lattice gallium arsenide (GaAs) photo-cathode using a series of optics [107] for

extraction of the polarized photo-electrons.

Beam Charge Asymmetry and Feedback

But first, the laser passes through a Pockels cell which is a crystal that acts as

a quarter-waveplate when a high-voltage is applied. The laser then becomes

circularly-polarized. Flipping the polarity of the HV applied to the cell - ac-

complished through the programmable Helicity Control Boardii - changes the

laser from left- to right- circularly polarized, and vice-versa. This then changes

iThis is for the purpose of four-hall simultaneous operation, distinct from the 6 GeV-era’s
three halls where each laser operated at 499 MHz. Two halls operating at the reduced frequency
is done to compensate for Hall D. More information can be found in Ref. [106].

iiThis is further explained in Section 3.2.1.
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the helicity of the electrons subsequently emitted from the photo-cathode.

Imperfections in the Pockels cell crystal generates a small linear compo-

nent in the circularly-polarized light, thereby becoming elliptical. The angle of

this ellipse changes when flipping the helicity of the beam, inducing a helicity-

correlated asymmetry, known as the Polarization Induced Transport Asymme-

try (PITA) [8]. Moreover, any imperfection of the optical elements between

the linear polarizer and the photo-cathode can further introduce an asymmet-

ric transport effect. Any sources of helicity-correlated charge asymmetry must

be mitigated since it could bias the data, contributing to a greater systematic

error. One method to do so is through an insertable half-wave plate (IHWP)

that’s placed on the laser table before the cell so that it may be manually im-

plemented periodically throughout data-taking. See Figure 3.4. Secondly, to

actually reduce asymmetry in the laser intensity, and therefore beam charge

asymmetry, a rotatable half-wave plate is placed after the Pockels cell in order

to control the orientation of the residual linear component with respect to the

photo-cathode’s birefringent axis. Another method is to adjust the high volt-

ages applied to the Pockels cell through "offset" voltages. Both the rotatable

half wave-plate and PITA offset HV controls are done through a feedback sys-

tem previously employed by Hall C’s Qweak Collaboration [108] via an ADC

board embedded within Hall A’s data acquisition system used for parity exper-

iments.i

Ultimately, the method employed for charge-asymmetry feedback in E12-

06-110 was through attenuating the laser intensity using the Intensity Asym-

metry or "IA" system upstream of the Injector Optical System, shown in Figure

3.4. (IA system on the laser table not shown.) This system is composed of a

half wave-plate and a secondary Pockels cell placed between two linear polar-

izers. The half wave-plate induces a change of phase to the linearly-polarized

iHall C’s Qweak required a beam charge asymmetry < 0.100 ppm, compared to this experi-
ment’s requirement of < 200 ppm.
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Figure 3.4: A diagram of the optical components used to produce polarized
electrons at the injector. The Hall C’s Q-weak ADC Board contains a special
data acquisition system used within a feedback loop to control the beam charge
asymmetry, embedded within Hall A’s Parity DAQ. Figure reproduced from
[18].

light which can be compensated by changing the voltage applied to the Pock-

els cell. This tuning generates an attenuation of the laser intensity applied to

each helicity interval. The charge asymmetry feedback system shown in Figure

3.4 was still used, where the integrated beam charge was measured with Hall

C beam current monitor "BCM4C" and sent to Hall A’s counting house to the

Qweak ADC board of its Parity DAQ system. The proper HV adjustments were

made to Hall C’s IA Pockels cell to maintain a charge asymmetry of < 200 ppm

[109].

Finally, the laser is incident on the photo-cathode, which comprises a phos-

phorus strained gallium arsenide (GaAsP) crystal inserted between two layers

of GaAs, with one layer coated with cesium phosphor, exciting the valence elec-

trons and moving them into the conduction band. These electrons are extracted

to the injector by applying -100 kV, and a Wien filter (crossed electric and mag-

netic fields) is used to rotate the electron spin direction without altering the

central beam orbit [110].
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Electron Beam Helicity

In order to control the systematic errors on the electron beam polarization

throughout the experiment, the helicity of the electron beam was flipped at

a rate of 120 Hz to keep the charge asymmetry below ∼ 200 ppm (the aver-

age value of which during E12-06-110 was 50 ppm). This was done through

the new Helicity Control Board installed in 2009, which is an advanced pro-

grammable logic generator [111]. One of its outputs is a helicity flip signal used

to control the HV setting (+3 or -3 kV) of the Pockels Cell on the laser table in

the CEBAF injector, which changes the circular polarization of the laser, which

in turn changes the direction of the spin of the photo-electrons emitted from

the photo-cathode relative to its momentum (mas described in Section 3.2.1). A

positive (+) helicity as recorded by the DAQ is taken to mean the electron spin

is parallel to its momentum, and negative (-) to mean its spin is anti-parallel to

its momentum.

A quartet helicity pattern was used (+ - - + or - + + -) with a reporting delay

of eight windows (or two quartets). This way, any linear background is can-

celed out and no devices on the beamline or in the Hall can be correlated with

the beam helicity. The first window of each quartet is determined using the 30-

bit shift register, which generates pseudo-random bits with a maximal length

of 2030 - 1 before the sequence repeats. The generator is only "psuedo" random

because once a sequence of 30 bits (or windows) is known, the next bits can be

predicted. The actual helicity is thereby calculated by the Hall C Helicity De-

coder developed by Steve Wood and Carlos Yero.

During each helicity flip (where the polarity of the applied HV of the Pock-

els Cell is reversed), there is a "TSettle" or "MPS" (This stands for Macro Pulse

Signal) time in which the DAQ does not collect data to allow the Pockels Cell

to settle, and so the helicity during this period is undetermined. This is set at a

Tsettle value of ∼ 90 µs, which necessarily corresponds to a Tstable time of 8243.33
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µs - a period in which the DAQ is recording - for a flip rate of 120 Hz. The cor-

responding MPS signal is sent to the DAQ to signify it isn’t collecting helicity

data at these points. A "Pattern Sync" or "QRT" signal is also sent, which indi-

cates the start of each new quartet pattern. Lastly, the "Delayed Helicity" signals

are sent, which is the actual helicity delayed by eight windows. See Figure 3.5

below for an illustration of the pulses and their timing relative to each other.

One may notice an additional time window, labeled Tlatch. This indicates that

the Tsettle starts ∼ 13 µs before the other signals, so the hall knows the helicity

is about to flip.

Figure 3.5: The helicity signals sent by the Helicity Control Board and received
by the Hall C DAQ and their relative timing. Figure reproduced from [19].

3.2.2 The Accelerator

The two super-cooled SRF resonant cavities are set under an external oscillating

electric field at the aforementioned 1497 MHz fundamental frequency, causing

the electrons in each niobium cavity cell (there are 7 cells within a single nio-

bium cavity, and 8 cavities in each of the 25 cryomodules) to aggregate toward

one end, leaving the opposite end positively-charged. This induces an internal

field in each cell, causing the electrons to be accelerated. The electric field is

reversed once the accelerated electrons reach the cell boundary so that they are

accelerated again once they reach the adjacent cell. It is important for the elec-
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trons that are injected into the north linac, after first being sent into the injector

beamline and accelerated up to 123 MeV, to have a frequency that is a sub-

harmonic of the 1497 MHz fundamental frequency, which is why each hall’s

laser is tuned to values of either ∼ 1497/3 or ∼ 1497/6. After the 123 MeV

energy boost, the electrons are then accelerated further with an additional gain

of 1.1 GeV before being steered by the west arc into the south linac for an ad-

ditional 1.1 GeV gain, thereby completing a single pass (2.2 GeV gain in total).

Data was collected at 1-pass energy in E12-06-110 to form elastic 3He-e− scatter-

ing asymmetries and ∆(1232) asymmetries for the purpose of determining the

sign convention for parallel and perpendicular DIS asymmetries, respectively.

The electrons accumulate up to 11 GeV of energy after the fifth-pass, which is

the energy at which the DIS (and resonance) asymmetries were formed. This

will be explained further in Chapter 5.

3.3 The Coordinate Systems

A total of four coordinate systems are used throughout the data analysis to

describe the experiment: two are used for the incident electrons before reaching

the reaction vertex (the target center) which include the accelerator and Hall C

coordinate system, and the other two for the scattered electrons, being the target

and spectrometer (SHMS and HMS) coordinate systems. See Figure 3.6 below.

The accelerator coordinate system - the same used in the EPICS data man-

agement systemi - is left-handed in which the positive x direction points beam-

right, positive z points downstream, toward the target, and positive y is taken

as ŷ = −ẑ × x̂ (out of the page).

The Hall C coordinate system takes the positive x direction to point beam-

left, with positive z again along the beamline pointing downstream, and posi-

tive y again out of the page.

iExperimental Physics and Industrial Control System, see Ref. [112].
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The origin of the target coordinate system is at its center, with the positive

z axis along the central ray of either the SHMS or HMS. The positive x axis

points toward the hall floor, with the positive y axis pointing left of the central

ray ŷ = ẑ × x̂. The target coordinate system is used to reconstruct events from

the spectrometers to the target.

The SHMS and HMS coordinate systems are the same as the target’s, but

their respective origins are at the center of the first drift chamber plane, referred

to as the focal plane.

Figure 3.6: A top view of the accelerator (EPICS), target, SHMS and HMS coor-
dinate systems. Figure adapted from [20].

3.4 Hall C Electron Beamline

The Hall C beamline is first comprised of a series of magnets to bend and focus

the beam into the hall from the South Linac, and then numerous devices located

upstream of the target to measure/monitor the electron beam’s position (Beam

Position Monitors and harps), current and charge (Beam Current Monitors), en-

ergy (harps), and polarization (Moller Polarimeter). The devices are discussed

below, in the order of upstream (after entering the hall) toward downstream

(approaching the target).
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3.4.1 Fast Raster

The Hall C Fast Raster system is located ∼13.5 m upstream of the target. Two

sets of fast raster systems (A and B), each with an X and Y coil wrapped around

an air-core magnet, are operated at sinusoidal frequencies ∼ 7.8 kHz out of

phase by π/2 to create a circular raster region of ∼ 2 mm radius over the 3He

target [113]. This time-varying current sent to the fast raster magnets produces

an oscillating magnetic field transverse to the beam axis. This is to dither the

beam over the target face to provide a wider effective beam size (which typi-

cally has a diameter of 100 - 400 µm) to prevent overheating.

3.4.2 Beam Current and Charge

This experiment employed Hall C’s complete seti of Radio Frequency (RF)

Beam Current Monitors to measure the current and charge through helicity-

gated scalers, recorded every ∼ 0.0083 secondsii. This system includes first the

Unser monitor, which is a Parametric Current Transformer. Since it’s output

drifts significantly over the span of minutes, it cannot be used alone to con-

tinuously measure the current, and instead serves as an absolute reference for

the remaining BCMs iii. The Unser monitor is sandwiched between BCM1 and

BCM2, located 7.7 meters upstream of the target, together which are wrapped in

thermal blankets for temperature stabilization. The additional three RF cavities,

BCM4A, BCM4B, and BCM4C, are located further upstream, ∼ 13 meters from

the target, enclosed together in a thermally stabled box. The combined con-

figuration is shown below in Figure 3.7 [21]. The five BCMs are stainless steel

cylindrical waveguides tuned to the fundamental electron beam frequency of

iThe primary system comprises the Unser monitor and only two RF cavities, BCM1 and
BCM2. The three additional BCMs must be removed for certain experiments, namely those
requiring a slow-raster system.

iiThis corresponds to the 120 Hz rate at which the electron beam helicity was flipped.
iiiThis drift, however, is measured during the BCM calibration runs when the current sits at

0 µA and is further removed from the calibrations (see section 5.2.5 for a detailed explanation
of the current sequence).
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1.497 GHz. The beam traverses the axis of the cylinders, exciting the resonant

modes where wire loop antennas then pick up the signals, which are propor-

tional to the square of the beam current [114]. The average beam current for

DIS data taken at 5-pass (10.38 GeV) was ∼ 30 µA, and ∼ 5 µA for data taken

at 1-pass (2.2 GeV).

Figure 3.7: BCMs, BPMs, and harps used in E12-06-110 in Hall C

3.4.3 Harps or Wire Scanners

The beamline consist of two harps: IHA3H07A and IHA3H07B, each located

3.46 and 1.55 meters upstream of the target, respectively. They each consist of

a fork with three wires that are orthogonal to one another (two slanted and one

vertical) and a stepper motor, which allows the entire system to move through

the beam. Each wire picks up a small signal as it comes in contact with the

beam, which is then amplified and digitized through ADCs. The beam position

is determined by using a beam position encoder than generates a number of

pulses that equals the number of steps completed by the stepper motor. This

is completed in the EPICS coordinate system, where a gaussian curve is fitted

to the charge collected by the ADCs as a function of wire position, thereby pro-

viding the beam’s charge profile. These scans are invasive to the beam, and

so aren’t performed during data-taking for continuous monitoring. Therefore,

they’re performed only at low currents (∼ 5 µA) before normal experiment op-

erations and used for proper calibration of the Beam Position Monitors (BPMs),

which are then used for real-time monitoring.
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3.4.4 Beam Position Monitors

There are three BPMs, one on opposite sides of each harp, called BPM4A,

BPM4B, and BPM4C stationed ∼ 3.71 m, ∼ 2.25 m, and ∼ 1.23 m upstream,

respectively. The BPMs are cylindrical resonant cavities consisting of a 4-wire

antenna array tuned to the fundamental RF frequency of 1497 MHz of the beam.

The standard difference-over-sum technique is then used [21] to determine the

relative position of the beam to within 100 µm for currents greater than 1 µA.

The positions averaged over 0.3 seconds are logged in the EPICS database for

online monitoring readout, as well as offline analysis.

3.4.5 Beam Energy Measurement

The Hall C beam energy measurement was performed by the Jefferson Lab Ma-

chine Control Center (MCC) during E12-06-110. The employed method uses

the beamline arc as a spectrometer, which consists of eight dipole magnets that

deflects the electron beam with a bend angle θarc of ∼ 37.5◦. The electrons lose

energy as it traverses the arc under a perpendicular magnetic field B⊥. Two

"superharps" at each end of the arc are used to determine the absolute beam

position and direction. These are more accurately surveyed compared to the

standard harps for absolute position measurements [115]. The beam energy is

then calculated according to [116]:

E =
k

θarc

∫ L

0
B⊥ dL∥ (3.1)

where L is the arc length, θarc is determined from a survey by the relative

orientation of the beam at the arc entrance and exit, and k is a conversion con-

stant equal to 0.29979 GeV · rad/T · m. The integrated field is determined by

mapping the magnetic fields of the arc dipoles and the corresponding dipole

current [22]. The average beam energy at 5-pass was 10.384 GeV with a statisti-
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cal uncertainty of ± 0.003 GeV. i

3.4.6 Beam Polarization Measurements

Moller Polarimetry

The beam polarization was measured using Moller polarimetry through ex-

ploiting Moller scattering (e−e− → e−e−), a QED process whose cross-section

can be calculated to high precision. For a longitudinally-polarized electron

beam (Pz
b ∥ ẑ) incident on a longitudinally-polarized target (Pz

t ∥ ẑ), the cross-

section in the center of mass frame is:

dσ

dΩ
=

dσ0

dΩ
[1 + Pz

b Pz
t Azz(θcm)] (3.2)

where Azz is the analyzing power of the measurement, which is dependent

on the scattering angle of the center-of-mass frame θcm [117]:

Azz(θcm) =
− sin2 θcm(7 + cos2 θcm)

(3 + cos2 θcm)2 (3.3)

It has a maximum value of 7/9 at θcm = 90◦. The electron beam polarization

was calculated by measuring the cross-section asymmetry ϵ when the beam and

target spins were parallel (↑↑) and anti-parallel (↑↓) to each other:

ϵ =
dσ↑↑
dΩ − dσ↑↓

dΩ
dσ↑↑
dΩ + dσ↑↓

dΩ

= Pz
b Pz

t Azz(θcm) (3.4)

Measuring the asymmetry ϵ with known target polarization Pz
t and analyz-

ing power Azz therefore yields the electron beam polarization:

Pz
b =

ϵ

Pz
t Azz

(3.5)

iThis uncertainty is the average spread in the central value as recorded by EPICS across all
runs.
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Figure 3.8: The Moller Polarimeter in Hall C [21].

See Figure 3.8 for the components of the Moller Polarimeter. Electrons from

the electron beam were scattered from a 4 µm thick iron foil with a polarization

of 8.014% ± 0.022% [27] due to a 3-4 T magnetic field produced by a super-

conducting solenoid. The scattered electrons passed through three quadrupole

magnets (Q1, Q2, and Q3) toward a two lead-glass calorimeters, which mea-

sures them in coincidence. Between Q1 and Q2 is a set of 7 collimators used to

reduce the singles rates and accidental coincidences. The two calorimeters each

contain a 16-channel plastic hodoscope attached to an array of photo-multiplier

tubes (PMTs), a lead collimator to define the out-of-plane angular acceptance,

a SF2 lead-glass block (20 × 14 × 23 cm3), and a 5" PMT at the end for signal

read-out [118]. Their longitudinal asymmetry ϵ is computed and subsequently

the beam polarization according to Equation 3.5.

Moller measurements were performed once a week at 10.38 GeV beam en-

ergy and 1µA current, the first of the 12 GeV era. The results are shown below in

Table 3.1, the points at each date being the average value of several runs taken

that day [27]. Runs were taken with the insertible half-wave plate (IHWP) at its

IN and OUT state (in the path of the laser beam at the injector and out) and the

sign of the polarization was appropriately corrected.i The average beam polar-

ization was 85.4% ± 0.3%. The systematic uncertainties corresponding to the

iThe sign of the beam polarization defined by Moller measurements is explained in Ref.
[119] and is used to ultimately determine the sign correction to the 3He asymmetries, discussed
later in Section. 5.7.
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Table 3.1: Moller Measurements during E12-06-110 Running

Date Beam Polarization Pb (%) ∆Pb (%)
1/18/20 85.75 0.43
1/27/20 86.47 0.55
2/3/20 85.46 0.56

2/12/20 87.00 0.65
2/18/20 84.55 0.45
2/26/20 85.00 0.29
3/6/20 85.18 0.40

3/12/20 85.20 0.37

beam polarization is 0.005% from the effective analyzing power and 3% from

the target polarization.

Hall C Spin Dance

A procedure referred to as a "spin dance" was conducted on February 3, 2020,i

in which the beam polarization was studied as a function of varying Wein Filter

angle to find its optimal setting for polarized beam sent to all three halls (A, B,

and C) simultaneously. The spin precession ∆ϕ of an electron with fixed energy

E as it bends through a series of dipole magnets at an angle ∆θbend is given by

[120]:

∆ϕ =
E

440.65MeV
× ∆θbend (3.6)

Just a 1 MeV increase in beam energy equates to 1.75 degrees of additional

precession (neglecting synchrotron radiation), translating to over 18,000 de-

grees at 10.4 GeV before reaching Hall C [121]. The Machine Control Center

(MCC) can use a combination of energy-gain imbalancing between the north

and south linac and manipulating the Wien Filter setting to optimize the beam

polarization achievable for all halls. The Moller polarization measurements

were taken at four different Wien angles, and showed a maximum polarization

iThese measurements are distinct from that listed above in Table 3.1 for 2/3/20.

56



of 85.9% ± 0.3% for a Wien angle of -32.24◦ [27].

3.5 The Spectrometers and their Detectors

Hall C contains two high momentum magnetic spectrometers: the HMS and

SHMS. The SHMS is a 12 GeV replacement of its 6 GeV predecessor, the Short

Orbit Spectrometer (SOS). The HMS sits beam-right of the beamline and the

SHMS beam-left. Each spectrometer is composed of a set of superconducting

magnets to steer the scattered electrons toward the detector hut (lead-shielded

enclosures to minimize radiation exposure) which comprise the detector sub-

systems. The SHMS has an additional hut that house the electronics and mag-

net control systems. The detector packages are used for event triggering, track-

ing, and particle identification. Unscattered beam is transported to and stopped

at the high-power water-cooled beam dump, downstream of the target.

Figure 3.9: Left: SHMS side view containing the collimator slit box, magnets,
and detector hut. Right: SHMS detectors within the hut. NOTE: The aerogel
and heavy gas (C4F8O) cherenkovs weren’t used, but only a noble gas cherekov
(NGC) containing N2 in the front. This is a non-standard cherenkov that is
installed only when needed by a certain experiment. Figure adapted from [22].

3.5.1 Performance Overview

Key SHMS design and HMS performance parameters are outlined below in

Table 3.2. The SHMS’ large momentum acceptance (over a full range of 32%),
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Figure 3.10: Left: HMS side view containing the collimator slit box, magnets,
and detector hut. Right: HMS detectors within the hut. Figure adapted from
[22].

small-angle detection capability (5.5◦), and unprecedented luminosity of 1039

cm−2s−1, coupled with the HMS, render Hall C a leader of high-precision data

collection in elastic and deep-inelastic scattering [122].

Table 3.2: Highlighted SHMS and HMS design parameters.

SHMS HMS
Central Momentum Range 2 to 11 GeV 0.4 to 7.4 GeV

Momentum Acceptance -10% to 22% -8% to 8%
Scattering Angle Range 5.5◦ to 40◦ 10.5◦ to 90◦

Solid Angle Acceptance > 4 msr 8.1 msr
Horizontal Angle Resolution ∼ 0.03◦ to ∼ 0.07◦ ∼ 0.05◦

Vertical Angle Resolution ∼ 0.02◦ to ∼ 0.06◦ ∼ 0.06◦

3.5.2 The Optics System: Magnets

After electronsi are scattered from the target, they are transported toward the

spectrometer focal plane by 1. a series of superconducting quadrupole magnets

to focus the charged particles toward the dipole magnets which then 2. deflect

them vertically upward to further guide them into the detector hut. Unique to

the SHMS is a "horizontal bender" (HB) dipole magnet right after the target, to

iElectrons are specified here because they were the particles of interest for this inclusive DIS
measurement. Scattered events can of course contain others like positrons or hadrons.
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bend the electrons horizontally for very forward-angle detection. The SHMS

optics system (or magnet line) consists of a "dQQQD" configuration with "d"

being the HB which bends the electrons horizontally to the left by 3◦, thereby

allowing the spectrometer itself to be aligned 8.5◦ with respect to the beamline

while having an acceptance at 5.5◦. The intermediate quadrupoles are Q1Q2Q3,

followed by the dipole "D" which bends the electrons upward by 18.2◦, toward

the detector hut. For the HMS, it’s similarly a "Q1Q2Q3D" configuration, where

the dipole magnet bends the electrons upward by 25◦. Each spectrometer can

be made to identify positively- or negatively-charged particles by setting the

polarity of the magnets accordingly. The central momentum is set individually

for each magnet through a field-setting program that uses a current-to-field

map associated with each momentum for each magnet.

3.5.3 Multi-Wire Drift Chambers

The drift chambers provide tracking information of the scattered electron’s tra-

jectory by measuring its spatial coordinates via the ionization that occurs as

a result of it traversing through the argon/ethane (50:50 ratio) gas. Each spec-

trometer contains two drift chambers. Each chamber comprises six wire planes,

each separated by a cathode plane. The six wire planes and eight cathode

planes are flanked by a cathode window at each end. There is a middle plane

dividing a single drift chamber in two, used for mounting a 16-channel ampli-

fier discriminator cards fed to TDCs for sense wire readout. The point central

between the two drift chambers is considered the spectrometer’s focal plane.

This means that the particles with a momentum equal to the central spectrom-

eter momentum are focused at this point. A single wire plane consists of al-

ternating field and sense wires. The cathode planes and field wires were kept

at a negative potential relative to the grounded (0 V) sense wires. As electrons

passed through the gas, they ionized the Argon atoms, producing an avalanche
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of electrons, where the ethane atoms serves as a quenching element [123]. The

potential difference between the cathode planes and field wires relative to each

sense wire produces an electric field with lines pointing away from the sense

wires toward the field wires, amplifying the avalanche. This results in a mea-

surable electric current that propagates across the sense wire. Combining the

known speed with which an electron drifts with the drift-time yields the dis-

tance of the original electron from that specific sense wire.

For the SHMS, the drift chambers (DC1 and DC2) are the second set of de-

tectors seen by the scattered the electron (the first being the NGC). Their sense

wires are made of 20 µm gold-plated tungsten and its field wires 80 µm copper-

plated beryllium. The wire planes of DC1 are ordered U,U’,X,X’,V’,V and of

DC2 are V,V’,X’,X,U’,U. The drift chambers cover an active area of 80 cm x 80

cm. The U,U’,V,V’ planes consist of 107 sense wires per plane and the X,X’ 79

sense wires per plane.

For the HMS, the drift chambers are the first set of detectors seen by the scat-

tered the electron. Their sense wires are made of 20 µm gold-plated tungsten

and its field wires 100 µm copper-plated beryllium. The wire planes of DC1 are

ordered U,U’,X,X’,V’,V and of DC2 are V,V’,X’,X,U’,U. The drift chambers cover

an active area of 100 cm (vertical) x 50 cm (horizontal). The U,U’,V,V’ planes

consist of 96 sense wires per plane and the X,X’ 102 sense wires per plane.

3.5.4 Hodoscopes

Four hodoscope planes - two sets of an X,Y pair - are in each spectrometer’s

detector stack to provide the trigger for data acquisition, the reference time for

the drift chambers, and to measure time of flight between two pairs of planes

for particle identification. Each plane contains a set of scintillator bars several

centimeters wide (∼ 10 cm) and ∼ 100 cm long covering the acceptance of in-

coming particles. The first pair of horizontal and vertical bars (S1X,S1Y) are
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located after the drift chambers and the second (S2X,S2Y) is located before the

calorimeter.

In the SHMS,the S1X and S1Y planes comprise 13 scintillator paddles (a

paddle containing scintillator material attached to a photomultiplier tube for

signal read-out) and the S2X has 14. The S1Y plane is composed of 21 bars of

Corning HPFS 7980 Fused Silica (quartz). Scintillating plastic (Polyvinyltoluene

or PVT) is used for all HMS paddles and for the remaining three in the SHMS.

Each X plane consists of 16 hodoscopes and each Y has 10 hodoscopes.

3.5.5 The Cherenkov Counters

For E12-06-110, the noble gas cherenkov (NGC) was installed in the SHMS for

e−/π− separation, in lieu of using the other twoi cherenkovs that are part of the

standard detector package. It is the first detector the scattered electrons passed

through once focused into the detector hut by the dipole, and the third in the

HMS (following the drift chambers and first set of hodoscopes). The HGC in

the HMS was filled with C4F8O gas at 0.225 atm, and N2 in the NGC at 1 atm.

The Cherenkov detectors, together with the calorimeters, are used for par-

ticle identification. When a charged particle, like an electron, passes through a

medium with an index of refraction n at a speed v = βc greater than the speed

of light in that same medium, c/n, the electron polarizes the medium’s atom

which will then emit photons called Cherenkov radiation at a characteristic an-

gle θ = cos−1( c
nv ). If β(= v/c) > 1/n then cherenkov light will be produced.

The corresponding "threshold energy" required to produce this light resulting

from a particle of mass m with incoming momentum p interacting with a gas of

refractive index n is given by:

iThe aerogel cherenkov can be used for π/K/p separation and heavy gas cherenkov (HGC)
for π/K or e−/π− at lower momenta.
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β >
1
n
=

v
c
=

p
E
=

p√
p2 + m2

(3.7)

In the NGC, for example, the threshold energy for pions mπ = 0.139 GeV

and electrons me = 0.511 MeV traversing through N2 gas at 1 atm at 20◦ where

n = 1.000298 is ∼ 5.9 GeV and ∼ 20 MeV, respectively. At a maximum central

momentum setting of 3.4 GeV used in E12-06-110, for example, pions shouldn’t

theoretically fire the cherenkov, with electrons easily being able. For the HMS

HGC filled with C4F8O gas at 0.225 atm, the threshold energy for pions is ∼

5.5 GeV. The pressure of the gas is proportional to n − 1, so it may be tuned

as needed to alter a particle’s threshold energy. The SHMS NGC contains four

mirrors that focus the Cherenkov light onto the faces of four 5" PMTs, which

convert the radiation into an amplified, measurable electric current for readout.

The HMS HGC contains two mirrors that focus the light onto two PMTs.

3.5.6 Electromagnetic Calorimeters

The last detector in both the SHMS and HMS detector stacks are the lead-glass

electromagnetic calorimeters used to complement the cherenkovs for PID. They

are the last stop due to the destructive nature of the shower cascade, in which

the electrons deposit all of their energy within the shower and are fully ab-

sorbed by its completion. While electrons lose their energy primarily through

ionization at low energies, above a critical energy (Ec in Figure 3.11 below)

the high-energy electrons predominantly lose their energy via Bremsstrahlung.

This is a process in which radiation is produced as a result of a sudden de-

celeration/acceleration of a charged particle in the vicinity of an electric field

generated by nuclei. After this point, the energy losses due to ionization drops

exponentially and those due to Bremsstrahlung rise almost linearly. When a

high energy electron is incident on a thick absorbing material, they initiate an

electromagnetic cascade or "shower" as a result of Bremsstrahlung in which
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more electrons with lower energies are generated. After a certain distance trav-

eling through the calorimeter, the energies of the secondary electrons will fall

below the critical energy and won’t be able to generate more showers, fully

stopping, due to takeover of ionization as the predominant process. The dis-

tance an electron can travel before full absorption depends on its initial energy

and material thicknessi

Figure 3.11: Fractional energy loss per radiation length as a function of energy
in lead through different processes. Figure reproduced from [23].

On the other hand, heavier charged particles like pions, for example,

lose their energy in matter predominantly through ionization rather than

Bremsstrahlung, acting like minimum ionizing particles (MIPs). The energy

pions deposit are distinct from the total energy deposited by electrons. This

unique energy distinction is what’s exploited in PID. The mean rate of energy

loss of a heavy charged particle of velocity v and mass M is given by the Bethe-

Bloch equation [23]:

iThis is why, for example, the SHMS shower array’s calorimeter blocks are 18 radiation
lengths deep, instead of the HMS’s which are 3.6, since its central momentum can go as high as
11 GeV compared to HMS’ ∼ 7 GeV.
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−dE
dx

= Kz2 Z
A

1
β2

[
1
2

ln
(

2mec2β2γ2Tmax

I2

)
− β2 − δ

2

]
(3.8)

where A and Z are the atomic mass and numbers of the material, z the

atomic number of the incident particle, c is the speed of light, β = v/c,

γ = 1/
√

1 − β2, I is the mean excitation potential, δ is the density-effect correc-

tion to ionization loss, me is the electron mass, K = 4πNAr2
e mec2 where re is the

classical electron radius 2.817 ×10−13 cm, NA is Avogadro’s number, and Tmax

is the maximum energy transfer of a single collision:

Tmax =
2mec2β2γ2

1 + (2γme/M) + (me/M)2 (3.9)

Minimum ionization occurs when dE/dx is at a minimum, being the mini-

mum amount of energy deposited by a pion, for example, via ionization. Figure

3.12 below shows the mean energy loss as a function of velocity for different

materials. MIPs of the same velocity have similar energy loss in different mate-

rials (aside from hydrogen) being between 1 and 2 for elements of 7 < Z < 100.

The minimum in ionization occurs for 3 < βγ < 3.5.

Figure 3.12: Mean energy loss per length traversed per density of the material
for all MIPs (pion, kaon, proton, etc.)

The SHMS calorimeter comprises a pre-shower and a shower (left of Figure
64



Figure 3.13: Left: SHMS calorimeter. Right: HMS calorimeter.

3.13). The pre-shower is designed to augment PID by detecting the early onset

of electromagnetic cascades, relative to hadronic showers. The pre-shower is

made of TF-1 type lead-glass, which has a radiation length χ0 = 2.74 cm. The

radiation length is defined as the mean distance over which a high-energy elec-

tron loses all but 1/e of its energy by Bremsstrahlung radiation:

χ0 =
A

4NAαr2
e [Z2(Lrad(Z)− f (Zα)) + ZL′

rad(Z)]
(3.10)

in units of g/cm2. For elements with atomic numbers Z > 4, Lrad =

ln(184.15Z−1/3) and L
′
rad = ln(1194Z−2/3) [124]. The term Z2(Lrad(Z) −

f (Zα)) is due to the field of the nucleus of the absorbing element and ZL
′
rad(Z)

is due to the field of the atomic electrons. f (Zα) is the Coulomb correction term

approximated as:

f (Zα) ∼ (Zα)2
[

1
1 + (Zα)2 + 0.20206 − 0.0369(Zα)2 + 0.0083(Zα)4 − 0.002(Zα)6

]

where α is the fine structure constant ∼ 1/137. For the radiation length of a
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compound, such as TF-1 lead glassi, 1/χ0 may be approximated by ∼ ∑ wj/χj

where wj and χj are the fraction by weight and radiation length of the j element.

The SHMS TF-1 pre-shower blocks are 3.6 radiation lengths long, of dimen-

sions 10 × 10 × 70 cm3, where one block contains an optically-isolated TF-1

rectangular segment coupled to a PMT for readout. There are 28 blocks total.

For the shower region, there exists a 14 × 16 array of blocks, of dimensions

9 × 9 × 50 cm3. These blocks are instead made of F-101 lead-glass, which in-

cludes Cerium for radiation hardness, and so a slightly different χ0 = 2.78

cm. Each block is 18.2 radiation lengths long. The shower array is arranged

in a "fly’s eye" configuration and with each block from the retired HERMES

calorimeter [125]. Looking at Figure 3.12, the minimum energy loss due to ion-

ization of pions through TF-1 is dE/dx ∼ 1.5 g/cm2. For a TF-1 density of 3.86

g/cm3, the approximate energy loss of a pion traversing a 10 cm thick block is

∼ 1.5 × 3.86 × 10 ∼ 57.9 MeV in the pre-shower. For the shower, it’s similarly

∼ 1.5 × 3.86 × 50 ∼ 289 MeV. Therefore, pions typically leave a signature en-

ergy deposition E/P in the calorimeter around ∼ 300 MeV. On the other hand,

electrons deposit all of their energy, leaving a peak around E/P ∼ 1, as their

mass compared to their energy is negligible.

The HMS calorimeter (right of Figure 3.13) contains 52 blocks of TF-1 seg-

ments of dimensions 10 × 10 × 70 cm3. The first two layers, 1pr and 2ta, have

a PMT attached to both sides of the block. The last two layers have only one

PMT attached. The very first layer, 1pr, is considered the pre-shower and the

others the shower. The PMTs collect the signals produced from the high en-

ergy electrons emitting Cherenkov radiation when passing through the glass,

which are proportional to the sum of the path lengths travelled by all the elec-

trons which are above the threshold for Cherenkov emission. It’s important to

point out that photons are included in these electromagnetic cascades - while

high energy electrons produce a large signal due to Bremsstralung, high-energy

iTF-1 lead glass is comprised of 51.2% PbO, 41.3% SiO2, 3.5% K2O, and 3.5% Na2O.
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photons which are produced in this Bremsstralung process generate e−e+ pairs,

all of which will be above the Cherenkov threshold.

3.6 The Polarized 3He Target System

The polarized 3He target system used in experiment E12-06-110 is shown below

in Figure 3.14. It is an upgraded version of the 6 GeV-era system implemented

in over a dozen spin-structure experiments ran in Hall A, concluded in 2009. It

is the first to be used in the 12 GeV era, and the first to be used in Hall C ever. It

provides a high-density (∼ 8 ×1022 nuclei/cm3) 3He gas combined with a ∼ 5:1

ratio of 39K:85Rb mixture enclosed in a high-pressure (up to 10 atm) glass cell.

The cell comprises a pumping chamber connected to a target chamber by two

transfer tubes. The pumping chamber is enclosed in an oven system that heats

the alkali gas mixture up to ∼ 230◦C. A laser system providing up to 100 W

of power is incident onto the pumping chamber, and, in combination with the

∼ 25 Gauss holding field generated by the Helmholtz coils, polarizes the gas

via optical pumping. The polarized alkali atoms undergo spin-exchange with

the 3He nuclei, which circulates around the cell and diffuses down into the

cooler (∼ 30◦) target chamber through convection. The RF coils, orthogonal to

the Helmholz coils, are used to perform Nuclear Magnetic Resonance (NMR),

pulsed NMR (pNMR), and electron paramagnetic resonance (EPR) to measure

the target’s polarization. The system will be discussed in detail in Chapter 4.
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Figure 3.14: Left: A schematic of the polarized 3He target system in Hall C. Note
the single glass chamber between the pumping and target chamber models the
6 GeV-era diffusion style cells. E12-06-110 implemented the double-chamber
convection-style cells for the 12 GeV era. Right: A CAD drawing of the target
system in Hall C.
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Chapter 4

THE POLARIZED 3HE TARGET

4.1 Why 3He? Free Neutrons are Unstable

Polarized targets are essential to the study of nucleon spin structure, common

types used in experiments thus far being NH3
ii and ND3

iii to study the proton

and deuteron, and 3He to study the neutron.iv This isotope of helium, a spin-

1/2 nucleus comprised of two protons and one neutron, is a necessary alterna-

tive to a free neutron target due to the short lifetime of neutrons rendering them

infeasible as such, decaying via beta decay (n → p + e− + νe−) after ∼ 15 min-

utes [135]. Deuterium is an option, and had indeed once been the traditional

choice decades ago [136, 137]. But it being a spin-1 nucleus comprising a single

proton and neutron, the nuclear corrections required due to the proton spin’s

equal contribution to the overall nuclear spin (in addition to the inevitable nu-

clear corrections required due to binding effects) make it a less attractive target,

as the uncertainty from this ∼ 50% spin contribution propagates when extract-

ing data from the neutron alone. The ground state of polarized 3He, on the

iiSLAC E143 [126] E155 [127], SMC [128], EMC [40], COMPASS [129], and JLab Hall B’s
CLAS EG1b [36]

iiiSLAC E143 [126], JLab’s CLAS EG1b
ivSLAC E142 [30] E154 [31], HERMES [32], and several Jefferson Lab Hall A experiments

including E94-010 [130], E97-110 [131], E97-103 [132], E99-117 [34], E01-012 [87], E06-010/011
[133, 134], and E06-014 [102].
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other hand, is dominated by a symmetric S-wave configuration where the two

proton spins are aligned anti-parallel to one another, canceling each other out,

leaving the neutron spin to account for the nuclear spin (see Figure 4.1). This

state carries ∼ 90% of the 3He polarization, while the remaining S′ and D states

carry only ∼ 1.5% and ∼ 8%, respectively.

Figure 4.1: The nucleon polarization states contributing to the components of
the ground state of the 3He wave function. Figure reproduced from [24].

4.1.1 The 12 GeV Era’s Upgraded 3He Target

While the the use of polarized 3He as an effective neutron target in scattering

experiments isn’t new, its origins tracing back to SLAC and it most recently

having played an especially active role in Jefferson Lab’s 6 GeV-era spin struc-

ture program in Hall Ai, the target employed in Experiment E12-06-110 was the

first to be used in the 12 GeV era, and the first of its kind installed in Hall C ever.

Moreover, partly due to the transition from diffusion-style cells to convection-

style cells, which allows for a more uniform polarization to be sustained be-

tween the pumping and target chambers,ii its 0.5 inch larger pumping chamber

(3" diameter cells were used in the 6 GeV era, 3.5" in the 12 GeV), and over

a 20 W increase in pumping laser power (up to ∼ 120W used in E12-06-110),

iA total of thirteen experiments thus far has successfully implemented the polarized target
system, including those investigating neutron electromagnetic form factors Gn

M [138, 139] and
Gn

E [140]
iiWithin the diffusion-style cells, like those used in the Transversity experiments E06-

010/011, the polarization within the target chamber would typically be ∼5 to 10% lower than
that within the pumping chamber. The convection-style cells allowed them to be nearly the
same due to the increased 3He transfer rate, with a ∼2% difference [25].
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the target proved able to maintain an in-beam polarization of ∼ 50% at double

the incident beam current (jumping from 15 uA in the 6 GeV experiments to 30

uA), doubling its figure of merit (FOM), and reaching the highest luminosity

to date, being ∼ 2×1036cm−2s−1. Both the 6 GeV-era Hall A and 12 GeV era-

Hall C 3He target systems comprised 40 cm-long target chambers and 3He gas

densities of ∼ 10 atm. See Figure 4.2 below for a comparison to a few prior ex-

periments. The details of the target system, including polarization mechanism

and cell type, will be explained in Sections 4.2 and 4.3.

Figure 4.2: 3He Target Performance Evolution: Figure of Merits of target sys-
tems used in SLAC and Jefferson Lab experiments plotted as a function of year.
Circled in red indicates the FOM this experiment’s target reached, doubling that
of its predecessors, with an in-beam polarization of 50% withstanding a 30 uA
beam current. The jump in FOM, defined as the product of the target polariza-
tion squared and the incident beam current, between experiments E02-013 (Gn

E)
and E06-010 (Transversity) is attributed to the use of narrow-width diode lasers
used to optically pump the alkali gas within the pumping chamber, decreas-
ing from a narrow-band width of ∼ 2.0 nm to ∼ 0.2 nm. The transition from
85Rb cells to 85Rb/39K hybrid cells was first made during experiment E02-013.
Experiment E12-06-110 was the first to make the switch from diffusion-style to
convection style-cells, and the first ever to use a polarized 3He target system in
Hall C.
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4.2 Polarizing 3He: A Three-Step Process

The polarization of a sample of 3He nuclei spins placed in an externally-applied

magnetic field is the ratio of the difference between the number of spins aligned

parallel to the field’s direction and those aligned anti-parallel to the total num-

ber of spins. But the thermal polarization resulting from helium nuclei being

placed in a magnetic field alone wouldn’t suffice for the luminosity scatter-

ing experiments demand, as its value following the Boltzmann distribution

Pthermal = tanh
µ3HeB

kBT is on the order of 10−9 for a 25 G field at room temper-

ature, for example [25]. Instead, a method of hyper-polarization is standard

practice to achieve a value closer to ∼0.50 at the same field and temperature

conditions.

The 3He nuclei are polarized through a three-step process referred to as hy-

brid spin exchange optical pumpingi where 1.85Rb atoms contained in a gaseous

mixture within the pumping cell of the target system are placed in a 25 G

magnetic field and optically pumped with high-powered 795 nm circularly-

polarized laser light to induce the D1 transition of its electrons: 5P1/2 → 5P1/2

2. the polarization of the 85Rb electrons is transferred to 39K atoms via spin-

exchange binary collisions, and 3. the polarization of the rubidium and potas-

sium electrons are transferred to the 3He nuclei via the hyperfine interaction.

4.2.1 Optical Pumping of 85Rb with 795 nm Lasers

85Rb is a 5/2-nuclear-spin atom with one valence electron in its outermost 5S1/2

shell, and is placed in an externally-applied magnetic field
−→
B of ∼ 25 G gen-

erated by a pair of Helmholtz coils, oriented along the z-direction, parallel to

the direction of laser propagation. The external field serves to split the atom’s

iThis process is an improvement upon the original method of spin exchange via optical
pumping (SEOP) which used only a single alkali atom [141]. Adding potassium allowed for a
more efficient spin exchange between the alkali electrons and 3He nuclei, and was first used at
Jefferson Lab during experiment E02-013.
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Zeeman levels, and the 795 nm circularly-polarized lasers serve to induce the

D1 transition of the electron from 5S1/2→5P1/2
, ignoring nuclear spin effects (fine

structure), shown in Figure 4.3 below.

Figure 4.3: The splitting of 85Rb energy level’s in the presence of an external
magnetic field.

Now, taking into account the hyperfine splitting between the rubidium’s

nuclear spin
−→
I and electron’s spin

−→
S (its orbital angular momentum L = 0 due

to it being in the S-shell), the atom’s corresponding ground state Hamiltonian

is constructed as [29]:

H = Ag
−→
I · −→S − gsµBSzBz −

µI

I
IzBz (4.1)

where the first term represents the coupling between the electron spin
−→
S
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and the nuclear spin
−→
I of the rubidium atoms, with Ag being the coupling co-

efficient. The second term describes the magnetic-dipole coupling between the

electron spin
−→
S and the external magnetic field

−→
B , where gs = −2.002319 is the

electron g-factor and µB = 9.2740 × 10−24 J/T is the Bohr magneton. The last

term represents the coupling between the nuclear spin
−→
I and the static field

−→
B , where µI = gIµN

−→
I is the nuclear magnetic moment, with gI = 0.5413 for

85Rb and nuclear magneton µN = 5.0508 × 10−27 J/T. The eigenstates of H are

described by quantum numbers F and mF, where F is the total angular momen-

tum of the state at zero external field and mF is the corresponding eigenvalue at

any field. This is all to say that the original ground-state 5S1/2 electron actually

splits into multi-levels mF = −F,−(F − 1), ...F − 1, F, with F = I (again, the

electron’s orbital angular momentum L = 0 in this shell). Since the electron spin

can be ±1/2, and I = 5/2 for 85Rb, F may be either 2 or 3, with −3 ≤ mF ≤ 3

or −2 ≤ mF ≤ 2, respectively.

The key here is the selection rule for absorption and emission of radiation.

The atoms are all optically pumped from the 5S1/2 state to the 5P1/2 state, with

the absorption selection rule F = +1 for right-circularly polarized light and

F = −1 for left-circularly polarized light. Those excited atoms are then permit-

ted to transition from the P orbital down to the S orbital with equal probabilities

via the ∆mF = ±1, 0 emission selection rule. But since the excitation can’t oc-

cur for the mF = 3 sub-state (for right-circularly polarized light, for example),

as there exists no mF = 4 sub-state, excitation only occurs for the lower sub-

levels, therefore populating the mF = 3 state. This is similarly the case for

left-circularly polarized light, in which the mF = −3 sub-state is populated.

The electrons de-exciting back down to the ground state emit unpolarized

photons - or photons containing a blend of polarization states - with wave-

lengths close to the D1 line, thereby potentially exciting those electrons that

have populated the mF = ±3 sub-level. This depolarization effect is mitigated

74



through the addition of a small amount of nitrogen gas to the pumping cham-

ber, so that it may absorb those photons, allowing for a non-radiative decay of

the electrons.

4.2.2 85Rb/39K Hybrid Spin Exchange

The spin-exchange between the polarized 85Rb and 39K atoms is first required,

which is a collisional transfer between the two (see Figure 4.4.) This occurs

through an electro-static-like interaction potential on the order of eV, in which

the total spin of the colliding pair is always conserved [142]. The spin-exchange

between the two is necessary because there are currently no commercially -

available high-powered lasers to polarize 39K directly. But this poses no issue

since high-powered narrow-width D1 lasers have been available to optically

pump 85Rb, of course, and the 39K electrons can reach nearly the same polar-

ization as the 85Rb electrons.

Figure 4.4: The spin-exchange process first between 85Rb (red) and 39K (green),
and next 39K and 3He (blue). The up and down arrows represent a spin state of
"up" and "down", respectively. Figure reproduced from [25].

Next, the 39K atom electron spin
−→
S interacts with the 3He nuclear spin

−→
I

though 1. a spin-rotation interaction between the electron spin and rotational
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angular momentum of the alkali-helium pair, which can safely be neglected

with the high gas pressure used in these target systems [29] and 2. an isotropic

hyperfine interaction that includes a coupling constant due to the Fermi-contact

interaction [143].

The spin-exchange efficiencies ηSE per 3He nucleus is the ratio of the spin-

exchange constant for alkali-3He collisions to the total alkali spin relaxation

rate. That between 85Rb-3He was measured to be ∼2%, while ηSE ∼25% for

39K-3He, which can mainly be attributed to potassium’s slower relaxation time

than rubidium’s [144]. The spin-exchange efficiency was studied as a function

of [39K]/[85Rb] number density ratios and a ratio of ∼5 is typically chosen for

optimum performance [145], and indeed was the value for cells used in E12-06-

110.

The rate of change of the 3He polarization P3He within the hybrid-SEOP pro-

cess is governed by the 39K-3He spin-exchange rate per 3He atom, γSE, given

by:
dP3He

dt
= γSE(P39K − P3He)− Γ3HeP3He (4.2)

where P39K is the polarization of the potassium atoms, and Γ3He is the de-

polarization rate of the 3He nuclei, attributed to factors including magnetic

field gradients, target polarimetry methods, and wall collisions [146]. The

spin exchange rate γSE in the hybrid case is the sum of the products of the

spin-exchange rate constants, κ39K = (6.1 ± 0.4) × 10−20cm2s−1 and κ85Rb =

(6.8 ± 0.2) × 10−20cm2s−1 [147], and their number densities [39K] and [85Rb],

Γ3He = κ39K[
39K] + κ85Rb[

85Rb]. The 85Rb-39K spin-exchange rate is ∼200 greater

than the typical alkali relaxation rate, taken at standard alkali number densi-

ties of 1014cm−3. The theoretical maximum achievable 3He polarization P3He is

equal to P39K(
γSE

γSE+Γ3He ).
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4.3 The Target Apparatus

Jefferson Lab’s Hall C polarized 3He target system comprised 1. a laser system

composed of two setsi of four high-powered infrared (795 nm) diode lasers,

each supplying ∼30 W of power, for a total of up to ∼120 W for optical pump-

ing, housed in a laser room outside of the hall, next to the counting house, 2.

a convection-style target cell comprised of a pumping chamber, two transfer

tubes, and target chamber, 3. two sets of Helmholtz coils to provide the hold-

ing field, RF coils for polarimetry, and correction coils to reduce field gradients,

4. an oven system surrounding the pumping chamber for optical pumping of

the alkali atoms, 5. target enclosure and 6. ladder system.

4.3.1 3He Cells: Dutch and Big Brother

The high-pressure (∼10 atm) target cells are made of aluminoscilicate glass

(GE-180), hand-blown at Princeton University and filled with 3He gas of densi-

ties up to 8 amg, and characterized at the University of Virginia and Jefferson

Lab. The ∼ 3"-diameter pumping chamber contains 3He, 85Rb, 39K, and a small

amount of N2 gas, and is where the optical pumping occurs (see Figure 4.5 be-

low). The pumping chamber (PC) alone is enclosed within the oven system

(discussed in the proceeding section) to heat the alkali gas up to ∼230◦C, and

a temperature gradient along the two transfer tubes kept at room temperature

confine the alkali metals to the PC [148]. Two temperature sensors (Resistance

Temperature Detectors, or "RTDs", where the change in resistance of the wires

are proportional to the change in temperature) were attached to the outer sur-

face of the PC to monitor and log its temperature throughout data-taking.

The two ∼18 cm-long transfer tubes (TTs) connect the pumping chamber

to the target chamber (TC), where the 3He gas is circulated between the two

iA set is used for the longitudinal and perpendicular target configurations separately, as the
direction of laser propagation must be parallel to the holding field direction provided by the
Helmholtz coils
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via convection flow, induced by a heating coil placed on one of the TTs. The 1"

sphere one the other TT is a region where a small RF coil is placed to induce free

induction decay (FID) to perturb the 3He polarization, implemented in pulsed

NMR, which will be described in section 4.5. An RTD is placed on each TT for

temperature logging.

The ∼40 cm-long cylindrical target chamber is the region where the electron

scattering occurs during data-taking, the electron beam sent along the TC’s cen-

tral axis. Five RTDs were placed along the length of the chamber for tempera-

ture monitoring, and two nitrogen cooling jets were used to cool the entrance

and exit windows down to ∼70◦C to create a temperature gradient between the

TC and PC. See Figure 4.6 for a schematic of typical target cell dimensions.

Figure 4.5: An example of a typical convection-style glass target cell consisting
of the pumping chamber, two transfer tubes, and target chamber. The small
segment at the top of the pumping chamber is used for sealing the glass cell
after it was filled and detached from the filling station.

Two target cells, named "Dutch" and "Big Brother", were used throughout

E12-06-110. Radiation and continuous optical pumping from the lasers inci-

dent on the PC rendered a decrease in performance, necessitating the switch

from Dutch, which began collecting production-quality data on January 12,

2020, over to Big Brother, one month lateri. Both Dutch and Big Brother were

iSee elog post: https://logbooks.jlab.org/entry/3781756.
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Figure 4.6: Dimensions of the typical 40 cm double-chamber target cell used in
experiment E12-06-110. Figure reproduced from [26].

used to collect data during the 3.4 GeV (SHMS)/3.5 GeV (HMS) kinematics,

with Big Brother exclusively used for the 2.6 GeV/2.9 GeV spectrometer cen-

tral momentum settings.i The specifications for each cell including 3He fill den-

sity and PC, TC, and TT volumes, and the entrance and exit window thick-

nesses are listed below in Table 4.1. Measurements of the target chamber wall

thicknesses were conducted at Jefferson Lab by Mingyu Chen, using an ultra-

sonic thickness gauge (Olympus 45 MG) which measured the time difference

between incident and reflected ultrasonic pulses off the glass surface at ten dif-

ferent points along the chamber’s length.ii For Dutch, the average upstream

and downstream wall thicknesses were 1.29 mm and 1.34 mm ± 0.01 mm, re-

spectively. For Big Brother, they were 1.52 mm and 1.41 ± 0.01 mm. The max-

imum polarization measured (without the electron beam) on cell Dutch was

52% with a cold spin down lifetimeiii of 29.4 hours, and 60% with a cold spin

down lifetime of 26 hours for Big Brother, both measured at UVA.

iProduction data taken with Big Brother began with SHMS Run 10316 and HMS Run 3124.
iiSee elog post: https://logbooks.jlab.org/entry/3757788 for Dutch and

https://logbooks.jlab.org/entry/3762599 for Big Brother.
iiiThis quantity refers to the amount of time it takes for the 3He to lose its polarization.
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Table 4.1: Specifications for target cells Dutch and Big Brother. The 3He filling
density is given in amagats [1], the volumes of the pumping chamber, target
chamber, and transfer tubes in cubic centimeters (cc), and the entrance and exit
window thicknesses in micrometers [2, 3]. The entrance window is upstream
of the target (-z) and the exit window downstream (+z).

Cell
3He ρ f ill

(amg)
VPC
(cc)

VTC
(cc)

VTT
(cc)

Entrance
Window

Thickness
(µm)

Exit
Window

Thickness
(µm)

Dutch 7.759 ± 0.125 180.68 68.02 19.78 134.142 ± 0.063 143.475 ± 0.072
Big

Brother 7.091 ± 0.119 184.65 63.32 20.49 138.196 ± 0.059 100.874 ± 0.070

Temperature-Corrected Density and Temperature Test

It is important to note that the fill density ρ3He is the 3He number density

at room temperature. During data-taking, however, the temperature of each

chamber was higher than that at room temperature, impacting the number den-

sity of the 3He gas n3He in each chamber. The number density within the pump-

ing chamber is especially important, as it’s crucial to calculating the 3He polar-

ization via electron paramagnetic resonance (EPR), which will be explained in

Section 4.5, so having an accurate value is imperative to a reliable analysis. The

3He number densities within the target nTC and pumping chambers nPC may

be corrected as a function of their respective internal temperatures according to:

nPC =
ρ3HeVtot[

VTCTPC
TTC

+ VTTTPC
TTT

+ VPC

] , nTC =
ρ3HeVtot[

VPCTTC
TPC

+ VTTTTC
TTT

+ VTC

] (4.3)

where Vtot = VPC + VTT + VTC is the total volume of the cell. "Internal" is

specified, as to be distinct from the RTD readings from the glass surface of the

pumping chamber, in particular, where the actual temperature inside is higher

than what is detected by the RTDs due to heat produced from the lasers. The
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RTD readings were therefore corrected to account for these effects. This is done

through a temperature test, where several NMR measurements are taken with

the pumping lasers on (signal Son in mV) and off (So f f ) and the average of the

two RTD readings on the PC glass surface is taken under each condition as

Ton(o f f )
PC . The estimated temperature within the pumping chamber is then [8]:

Ttest =
VPCTon

TC

So f f

Son
Ton

TC

To f f
TC

To f f
C

Ton
C

[
Vtot + VPC

(
Ton

TC

To f f
PC

)]
− Vtot + VPC

(4.4)

where TTC refers to the average surface temperature of the target chamber

and TC to the average surface temperature of the target chamber between the

pick-up coils. For the target chamber, the average of the 5 RTD readings were

taken as the estimated temperature. The temperature studies were conducted

by Junhao Chen. The temperature-corrected number densities of the PC and TC

are listed below in Table 4.2. A relative 2% error [27] is applied to each resulting

in the listed associated number density error.

Table 4.2: 3He number densities of the pumping and target chambers after cor-
recting for the temperature deviating from room temperature, at which the fill
density was measured, and their estimated internal temperatures. The PC’s
was found from the temperature test, and the target chamber’s from the aver-
age of the 5 RTD readings [4].

Cell TPC (◦C) TTC (◦C) nPC (amg) nTC (amg)
Dutch 245 ± 5 37 ± 1 6.563 ± 0.131 10.936 ± 0.219

Big Brother 245 ± 5 31 ± 1 6.011 ± 0.120 10.241 ± 0.205

4.3.2 Target Oven and Ladder System

The pumping chamber of the target cell needed to be kept at a temperature of

∼230◦C to facilitate the alkali optical pumping, and was accomplished through

enclosing the chamber within an oven system that had a constant flow of com-

pressed hot air. The pressurized air was first provided at room temperature by
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a Hall C compressor, and entered the oven system through a valve and pres-

sure regulator set to ∼15 psi, its flow rate measured with a gas velocity sensor

connected to a display unit. An alarm was programmed to indicate insufficient

air flow. The air then passed through two resistive heaters (120 VAC, 1200 W)

and continued through insulated copper tubing into the target system. The

oven material itself was made of ceramic CS85, capable of maintaining a con-

tinuous temperature of at least 300◦C. The air then exists the system through

an exhaust pipe, filled with insulation so it can cool down. The temperature

within the oven was measured with an RTD and regulated with a PID feed-

back system, where a process controller drove the heaters via a solid-state relay

to regulate the heater power, which was dependent on the temperature sensed

by the RTD. A thermocouple was also connected to the tubing after the heater

to monitor the temperature of the exiting air. A second display unit was pro-

grammed to generate an alarm if the temperature exceeded a preset threshold.

The PID controller and two display units were installed in an electronics rack

in the second floor of the Hall C counting house so that they may be manually

operated, all other instruments accessible via the EPICS data stream [26].

The target ladder system, shown below in Figure 4.7 as both a schematic

(left) and actual image in the hall (right), comprised an arrangement of tar-

gets stacked on top of each other, controlled remotely through a stepper-motor-

driven motion control system, operated from the counting house. The stepper

motor possessed an accuracy of ±40 µm, with a maximum range of 45.7 cm.

The desired target for a given run was aligned parallel to the electron beam, all

other targets out of the beam path. Targets used in experiment E12-06-110 in

addition to the polarized 3He cell included a single carbon foil and seven car-

bon foils for optics calibration, a "hole" target for alignment purposes, an empty

target position that allows the beam to pass undisturbed, and a reference cell

position (glass cells filled with only N2 gas, for example, for dilution studiesi).

iThe trace amount of nitrogen gas present in the production cell is unpolarized and so may

82



The final target position on the ladder is the "pickup coil" position, where the

3He target chamber is positioned between the pick-up coils so that a NMR mea-

surement may be performed to gauge its polarization (described in 4.5). See

Figure 4.8 below for a snapshot of the target ladder position as recorded on the

EPICS motion control screen.

Figure 4.7: Left: A schematic of the six different target positions on the target
ladder. Excluded is the "pick-up" coil position, selected during polarization
measurements. Figure reproduced from [26]. Right: Image of the ladder system
within the target enclosure.

Figure 4.8: A snapshot of the target ladder position as recorded from the online
monitoring GUI from EPICS. Here, the target is position at level 6, for the po-
larized 3He cell, where the target chamber is level with the electron beam path.

dilute the measured electron asymmetries. This fact is accounted for by including a "dilution"
factor, derived from this type of study. Read more in Section 5.8.5.
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4.3.3 The Target Enclosure

The target cell and ladder system is surrounded by a spherical, fiberglass en-

closure that serves to 1. confine the laser light that is incident on the target

pumping chamber, 2. provide a containment volume in the event of an ex-

plosion, thereby protecting workers in the hall (during no-beam conditions, of

course) and 3. allow the region to be filled with inert 4He gas to minimize

energy loss effects for the incident and scattered electrons, as 4He has a large

radiation length than air. The electron beam line is separate from the target

enclosure and under vacuum. The beam inlet (upstream) and outlet (down-

stream) windows of the target enclosure are comprised of 0.254 mm and 0.508

mm thick beryllium windows, respectively, and serve to stop any flying glass

shards from contaminating the beamline in the event of an explosion. Each

Be window has an additional 0.076 mm thick aluminum foil cover to protect it

from air exposure.

4.3.4 Target Magnetic Field Coils

Three primary sets of coils are used for the polarized 3He target system:

Helmholtz coils, RF coils, and pick-up coils shown below in Figure 4.9. A large

set of Helmholtz coils, made with 272 turns of 1.45 m diameter coils, was ori-

ented parallel to the incident electron beam and provided a constant field of

∼25 Gauss for the longitudinal target configuration in the -z direction to polar-

ize the 3He spins parallel to the incident beam direction. A small set of coils,

made with 256 turns of 1.27 m diameter coils, provided the holding field for the

transverse target configuration, along the +x direction (beam-right), to polarize

the 3He spins beam-left (-x). Each pair has a resistance of 3 Ohms.

A set of RF coils were used for the NMR-AFP and EPR polarization mea-

surements, and four sets of pick-up coils to measure the NMR strength (one

pair upstream and downstream for the target chamber, and two fixed in the
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target oven for the pumping chamber).

Figure 4.9: Left: Diagram of the Helmholtz coils (shown in red) and RF coils
(shown in green) used to generate the holding field and radio-frequency fields,
respectively. The pick-up coils used for NMR and pNMR polarization mea-
surements are shown in light orange and brown. Figure reproduced from [27].
Right: The field coils of the actual target system in Hall C. Figure reproduced
from [28].

Correction Coils: Compensating for SHMS HB Fringe Field

In addition to the primary set of coils are four sets of "correction coils" used to

reduce the overall magnetic field gradient to < 30 mG to maintain a homoge-

neous holding field of 25 G. Attached to the large horizontal Helmholtz coils

are two smaller sets of coils, HL and HS, made from 100 turns of 12 AWG wire,

used to compensate for the magnetic field gradient in the horizontal direction.

Two pairs of vertical correction coils, VL and VS, were used to correct for the

vertical fringe field from the horizontal bender (HB) magnet of the SHMS. This

was the only field shown to contribute a significant gradient within the vicin-

ity of the target, concluded from tests done by Murchhana Roy. The field was

mapped using a 3D magnetometer to a precision of ∼0.12 G. Moreover, the

field produced by the holding field in the horizontal plane was measured using
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a novel air-compass developed at the University of Kentucky to a precision of

±0.1◦ [27].

Listed below in tables are the current settings for the coils for all SHMS

kinematic settings (elastic, delta, and DIS), resulting from the field mapping

study.

Figure 4.10: The set of correction coils used in E12-06-110 to compensate for
field gradients (HL and HS) and correct for the fringe field produced by the
SHMS Horizontal Bender (VL and VS).

4.4 The Laser System and Target Optics

The laser system comprised eight 30 W, 795 nm diode lasers supplied by Ray-

tum, each with a line-width of ∼0.2 nm and operated between 35-40 A of cur-

rent and 15◦C - 26.5◦. Each laser was controlled and monitored remotely via

EPICS. Two sets of four were combined into a single beam with a 110 meter

long 4-1 combiner (radius of aperture ∼0.6 mm), incident onto the pumping

chamber within the hall to optically pump the 85Rb/39K vapor. One set was

used for the longitudinal configuration, and another for the transverse, each
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Table 4.3: The current settings on the power supplies that generated the mag-
netic fields of the main Helmholtz coils (MainL and MainS and the vertical and
horizontal sets of correction coils) for the SHMS kinematic settings used to col-
lect elastic and delta data at 1-pass beam energy. -Z corresponds to the field
pointing upstream, 180◦, corresponding to the 3He spins pointing downstream
for the parallel configuration. +X corresponds to the field pointing beam right,
or 90◦, in which the target spins point beam left.

SHMS
Kinematic

Setting

Field
Direction

MainL
I (A)

MainS
I (A)

VS
I (A)

VS
I (A)

HS
I (A)

HS
I (A)

2.1286 GeV/8.5◦ +Z 5.23057 5.16315 2.4 2.0 0.0 0.0
-Z -5.23057 -5.16315 1.8 1.3 0.0 0.0

1.7974 GeV/8.5◦ +X -5.23057 5.16315 1.0 1.4 0.0 0.0
-X 5.23057 -5.16315 2.7 1.5 0.0 0.0

Table 4.4: The current settings on the power supplies for the SHMS DIS kine-
matic settings during 5-pass beam energy. The -Z and +X settings are high-
lighted in red because these are the two target configurations ultimately used
to collect asymmetry data.

SHMS
Kinematic

Setting

Field
Direction

MainL
I (A)

MainS
I (A)

VS
I (A)

VS
I (A)

HS
I (A)

HS
I (A)

3.4 GeV/30◦ +Z -5.23057 -5.16315 3.5 1.9 0.0 0.0
-Z 5.23057 5.16315 2.6 1.7 0.0 0.0
+X -5.23057 5.16315 1.8 1.9 0.0 0.0
-X 5.23057 -5.16315 3.5 1.9 0.0 0.0

2.6 GeV/30◦ +Z -5.23057 -5.16315 2.4 1.9 0.0 0.0
-Z 5.23057 5.16315 1.8 1.2 0.0 0.0
+X -5.23057 5.16315 1.1 1.4 0.0 0.0
-X 5.23057 -5.16315 2.8 1.5 0.0 0.0

set providing ∼80 W of power by the time it hit the target’s PC.i The lasers

and their interlock control box were housed in a laser room outside of the hall

to protect them from radiation damage due to the electron beam and to shield

personnel from accidental exposure from the Class 4 system.

Before the combined laser beam hits the pumping chamber, it must pass

iEach laser combines to provide a total of 120 W of laser power. But the transmitted power
is reduced after the ∼10% loss after transmittance into the hall, followed by several mirror
reflections to direct the final beam to the target.
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through a series of optics composed of lenses, beam-splitters, waveplates, and

mirrors (confined on an optics table, one for each target configuration, within

its own black box next to the target enclosure) to convert it from unpolarized to

circularly polarized. See Figure 4.11 below for the optical procedure. The out-

put of the 4-1 combiner was first focused with two convex lenses and sent to a

beamsplitter cube, yielding 1. a linearly polarized p-wave component that was

transmitted through the beamsplitter and reflected from a 3" diameter mirror,

then passed through a half waveplate for laser helicity control, then a quarter

waveplate converting it to circularly polarized, and is then directed toward a

6" dielectric mirror, and 2. a linearly polarized s-wave component that was

reflected ninety degrees, passing through a quarter waveplate, making it cir-

cularly polarized, then reflected off a 3" mirror, and passed through the same

quarter waveplate, now linearly polarized again, and finally was transmitted

through the beamsplitter. This ray then passed through a half waveplate, again

for helicity control, and a quarter waveplate, and similarly was directed to-

wards the same 6" mirror. These two rays are then combined into a single ray,

hit another 6" mirror, and is ultimately directed toward the target pumping

chamber, ideally forming a 3.5" spot size, equal to the diameter of the PC.

The half waveplate may be adjusted and optimized to switch it from right

or left circularly polarized. It’s however imperative that both laser lines are

appropriately adjusted so that one line isn’t right circularly polarized and the

other left, or vice-versa, since a phase shift can occur for each ray after the two

6" mirror reflections.
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Figure 4.11: Left: optical components to convert the incident unpolarized 4-
1 combined laser path to two circularly polarized beams, which are then di-
rected toward two 6" mirrors in succession to finally be incident upon the tar-
get pumping chamber. Right: Diagram of the fast and slow axes of the quarter
waveplates, giving the angles at which to maximize the circular polarization.

4.5 Target Polarimetry

Three methods were used to measure the 3He polarization within the target

cell: Adiabatic Fast Passage Nuclear Magnetic Resonance (AFP-NMR), Pulse

NMR, and Electron Paramagnetic Resonance (EPR). EPR is an absolute mea-

surement, while pNMR and NMR are both relative measurements, in which

NMR is calibrated with EPR, and pNMR is calibrated with NMR. The results

of this analysis used the calibration constants formed from NMR and EPR, the

effect of the target polarization contained in the physics asymmetries (5.8.5).

4.5.1 Nuclear Magnetic Resonance (NMR)

In the presence of a constant magnetic field
−→
B0 (in this case, the holding field

generated by the Helmholtz coils), the magnetic moments of nuclei
−→
M = γ

−→
I
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Figure 4.12: Two sets of 6" dielectric mirrors were used to direct the circularly-
polarized laser beam arms toward the pumping chamber as a single beam, cov-
ering its entire diameter for the homogeneous optical pumping of the alkali
vapor. Figure adapted from [27].

with nonzero spin
−→
I will align themselves along the field’s direction (where

γ is the gyro-magnetic ratio, being 3.24 kHz/G for 3He). If a small radio-

frequency (RF) field
−→
B1 is applied in the perpendicular direction, typically ∼100

mG in this case, the magnetic moments will then precess about the direction of

the holding field. If the RF field is then swept through the resonance of 3He

(ω = γB0 ∼ 81 kHz), the nuclei’s magnetic moments (spins) will reverse their

direction. This is known as the "frequency-sweep" method to perform the phe-

nomenon of nuclear magnetic resonance. It’s similarly an option to use the

"field-sweep" method, in which the RF frequency is kept at ∼91 kHz, and the

holding field is swept through resonance, in this case ∼28 G, beginning at ∼25

G and stopping at ∼32 G (the standard NMR technique during this experi-

ment).

The motion of the nuclear spins changes the field flux through the pick-up

coils, installed orthogonal to the RF and holding fields, thereby inducing an

electromotive force (EMF). This induced signal is what’s ultimately detected,
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Figure 4.13: The three polarimetry methods utilized in experiment E12-06-110,
and their respective locations within the target cell. EPR (top) measures the ab-
solute polarization within the pumping chamber (which is nearly equal to the
that within the target chamber due to convection flow), pNMR is conducted at
the transfer tube, and NMR at the target and pumping chambers. Both pNMR
and NMR are relative measurements. Their spectra are snapshots of measure-
ments made via LabVIEW.

as the height of which S is proportional to the transverse component of the

magnetization, i.e. the average 3He polarization:

S ∝
⟨−→M⟩B1√

(B0 − ω
γ )

2 + B2
1

(4.5)

where ⟨−→M⟩ = P3Heµ3He[
3He], P3He is the 3He polarization and µ3He =

1.075×10−26 J/T is the 3He magnetic moment.

When sweeping the holding field (or the RF frequency), it’s imperative to

do so in such a way so as to mitigate its effect on the polarization as much as

possible. This is accomplished through the adiabatic fast passage (AFP) tech-

nique, where the speed with which the field is swept through the resonant field

91



is done at a rate that’s faster than the spin relaxation time (fast passage), but

slow enough so that the 3He spins can follow the field direction (adiabatic). The

holding field was swept at a rate of ∼1.2 G/s (DS345), controlled via LabVIEW

using GPIB connections with most of the electronics. To produce the holding

field, the use of Agilent 6675A and KEPCO BOP 36-12M power supplies was

alternated, due to each exhibiting unstable behavior at times.i The signal from

each pickup coil pair (A and B) are individually sent to a pre-amplifier (SR560),

and the noise is canceled with the real signal enhanced by taking the difference

(A-B)ii and sending it to a lock-in amplifier (SR844). The lock-in identifies the

NMR signal represented by Equation 4.5, which has the same frequency as the

RF reference signal. Two pairs of pick-up coils were placed at the pumping

chamber, one for each target orientation (longitudinal and transverse) and two

pairs along the target chamber: upstream (-z) and downstream (+z).

The pick-up coil signals were measured by both the X and Y channels of the

lock-in amplifier, in units of millivolts as a function of holding field B in Gauss.

The signal amplitudes S(B) were fit according to:

S(B) =
AmaxB1√

B2
1 + (B − B0)2)

+ a + bB + cB2 (4.6)

where B0 is the resonant field and B1 is the holding field. Amax is a free fit

parameter and corresponds to the maximum amplitude, and a, b and c are ad-

ditional free fit parameters. Both the X and Y channels are fit with Equation 4.6,

and the results are combined to give the final signal amplitude and uncertainty:

iThe KEPCO bipolar supplies accommodate both constant-current and constant-voltage
modes to produce the magnetic fields in the Helmholtz coils. In principle, constant-current
mode is more reliable to produce the field, but has proven in the past to produce "spikes" in its
current output, which can be detrimental to the coils. So the use between constant-voltage and
constant-current mode was alternated as well, depending on which mode produced the most
stable current.

iiThe wires within each pair of pick-up coils were wound in opposite directions so as to
cancel the contribution of the RF coils.
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A f inal =
√
(Amax,X)2 + (Amax,Y)2 (4.7)

∆A f inal =

√
(Amax,X · ∆Amax,X)2 + (Amax,Y · ∆Amax,Y)2

A2
f inal

(4.8)

NMR measurements were conducted every ∼ 4 to 5 hours during the ex-

periment run (not too frequently, as each measurement induces polarization

loss due to the AFP sweeps), typically followed by a pulsed-NMR measure-

ment within 1 minute. The NMR analysis was formally completed by Junhao

Chen. In Section 4.6, it will be shown how the NMR measurements are used

in conjunction with the EPR measurements, which provide an absolute mea-

surement of the 3He polarization, to produce a calibration constant in units of

%/mV. Additional calibrations performed for each cell include NMR-AFP loss

tests, which quantifies the measurement-induced polarization loss per NMR

field sweep (there is an "up" sweep and "down" sweep, so that the 3He spins re-

turn to their original orientation), spin up/spin down tests (to quantify the time

it takes for a cell to reach and lose maximum polarization), the aforementioned

pumping chamber temperature test (to estimate the internal temperature, since

it is higher than that provided by the RTD at the glass surface), and a convec-

tion speed test which is required to complete the previous two.

4.5.2 Electron Paramagnetic Resonance (EPR)

EPR provides an absolute measurement of the 3He polarization within the

pumping chamber, utilizing the Zeeman splitting between mF sub-states of

the alkali atoms which occur in the presence of an external magnetic field.

In Section 4.2.1, it was discussed how the ∼ 25 G holding field provided by

the Helmholtz coils provides this splitting. But the collisions from the spin-

exchange process and the subsequent polarization of the 3He provide an addi-
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Figure 4.14: Raw data of the signals induced in the target chamber pick-up coils
recorded from the lock-in amplifier, re-plotted and fitted in red.

tional magnetic field felt by the alkali atoms. EPR ultimately measures the dif-

ference in the Zeeman frequency shift of the alkali atoms (39K in this case - 85Rb

is also an option) with the 3He magnetization aligned parallel and anti-parallel

to the holding field, where the 3He spin flip is done by a frequency-sweep AFP

measurement (as opposed to field-sweep, done in NMR, since it’s imperative

that the holding field be constant to that its effect may be isolated and cancelled

out). This difference provides the additional magnetic field provided by the

polarized 3He gas, which is directly proportional to its polarization.

Principle

The EPR measurements in E12-06-110 were performed on 39K, with total an-

gular momentum
−→
F =

−→
I +

−→
S , where

−→
I = 3/2 and

−→
S = ±1/2, and

corresponding sub-states −2 ≤ mF ≤ 2 with the absorption selection rule

∆mF = 1. For left-circularly polarized light, the potassium atoms transition

from mF = −2 to mF = −1, with mF = −1 referred to as the edge state. For

right-circularly polarized light, the transition is from mF = 1 → mF = 2. As
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shown by Equation 4.1, the interaction between the external magnetic field B

and 39K is composed of elements from the hyperfine interaction between the

alkali nucleus and electron and the Zeeman splitting of electron energy levels

and nuclear energy levels. The ground state of 39K is described by the Breit-

Rabi formula [149]:

EF,mF =
hνh f

2(I + 1/2)
− gIµNBmF ±

hνh f s

2

√
1 +

4mF

2I + 1
x + x2 (4.9)

where νh f is the hyperfine splitting frequency, equal to 461.719 MHz for 39K,

h is Planck’s constant, equal to 6.626×10−34 J/T. x = (gIµN − gsµB)B/hνh f s en-

compasses the strength of the Zeeman splitting compared to the hyperfine in-

teraction. EPR measures the resonant frequency νEPR± for transitions between

±mF sub-states:

νEPR± =
−B
2

(gIµN + gsµB) +

[
±1 ∓

√
2

2I − 1
2I + 1

x + x2

]
hνh f

2
(4.10)

When the 3He spin is aligned parallel or anti-parallel to the holding field

B, the total field felt by the 39K atoms will change according to the 3He spin

direction as Btot = B ± ∆B where ∆B is the additional field generated by the

3He spin. The EPR frequency variation is small, since ∆B << B, and so the

change ∆νEPR can be approximated as:

∆νEPR =
dνEPR

dB
∆B =

dνEPR

dB
(∆BM + ∆BSE) (4.11)

where ∆BSE is the additional field produced from the spin exchange colli-

sions between the alkali and 3He atoms, and ∆B corresponds to the contribu-

tion from the 3He magnetization which proportional to the 3He polarization

P3He and its (temperature-corrected) number density [n3He] as:
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∆BM =
2
3

µ0µ3He[n3He]P3He (4.12)

where 2/3 is a geometric factor characterizing the spherical shape of the

pumping chamber. The shift in EPR frequency ∆νEPR is related to the 3He po-

larization P3He as [150]:

∆νEPR =
2µ0

3
dνEPR

dB
κ0µ3He[n3He]P3He (4.13)

Two pieces remain thus far. First, κ0 = ∆BSE+∆BM
∆BM

is a function of temper-

ature (in the vicinity of 235◦C) that parameterizes the spin-exchange effective-

field between 3He and 39K [151]:

κ
39K
0 (T) = (6.225 ± 0.053) + (0.0087 ± 0.0018)(T235◦C) (4.14)

Second,
dνEPR±

dB , or the derivative of Equation 4.10 with respect to the total

field B, is:

dνEPR±

dB
= ∓gIµN

h
+

gIµN − gsµB

2h(2I + 1)

 2mF + (2I + 1)x√
1 + 4mF

2I+1 x + x2
− 2mF − 2 + (2I + 1)x√

1 + 4(mF−1)
2I+1 x + x2


(4.15)

The derivative can be expanded in terms of x = (gIµN − gsµB)B/hνh f s at

low field and to fifth order according to [152]:

dνEPR±

dB
=

gIµN − gsµB

h(2I + 1)

5

∑
n=0

bn
xn

(2I + 1)n (4.16)

The first six terms as a function of ±mF edge state required for the calculation

are:

b0 = 1 ± 0.001 (4.17)
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b1 = ∓4I (4.18)

b2 = 6I(2I + 1) (4.19)

b3 = ∓8I(4I2 − 6I + 1) (4.20)

b4 = 10I(2I − 1)(4I2 − 10I + 1) (4.21)

b5 = ∓12I(16I4 − 80I3 + 80I2 − 20I + 1) (4.22)

Figure 4.15 below shows the frequency spectra as a function of time for a

standard NMR-AFP frequency sweep to flip the 3He spins performed during

E12-06-110. The 3He nuclei are initially polarized in the "low-energy" setting,

where their spins are aligned anti-parallel to the holding field. After the spin-

flip, their spins are aligned parallel to the holding field, and another NMR-AFP

frequency sweep is done to return them back to their original orientation. The

central value is the resonant EPR frequency for the 39K mF = −2 → mF =

−1 transition, ∼ 19 MHz. The difference between the initial frequency and

ending frequency following the first NMR-AFP frequency sweep is equal to

2∆νEPR− ∼ 61 kHz, which is ∝ P3He. This corresponds to
dνEPR±

dB ∼ 880 kHz/G,

found according to Equation 4.16.

The three sets of pairs (x1, x2), (x3, x4), and (x5, x6) are each treated with

a linear fiti, with their corresponding fit parameters and coordinates used to

extract edge frequencies ν1, ν2, ν3, and ν4 highlighted in yellow below. For

example, using endpoint x2 and linear fit parameters between x1 and x2 be-

iOf course, ideally the frequency before and after the spin flip would be perfectly linear,
with no slope, but in practice this is difficult to achieve.
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ing p0 and p1, ν1 = p0 + p1x2. The associated statistical uncertainty δν1 =√
(∆p1x2)2 + (∆p1)2 where ∆p0 and ∆p1 are the errors of the linear fit. The

edge frequencies are then used to calculate 2∆ν1 and 2∆ν2 and their associated

errors according to:

2∆ν1 = ν1 − ν2, δ(2∆ν1) =
√
(δν1)2 + (δν2)2 (4.23)

2∆ν2 = ν4 − ν3, δ(2∆ν2) =
√
(δν3)2 + (δν4)2 (4.24)

νEPR is then taken as the average of the two sets of edge frequencies:

νEPR =
1
2
(

ν1 + ν4

2
+

ν2 + ν3

2
) (4.25)

with the corresponding uncertainty δνEPR:

δνEPR =
1
2

√
(δν1)2 + (δν2)2 + (δν3)2 + (δν4)2 (4.26)

2∆νEPR and its statistical error are computed using:

2∆νEPR =

2∆ν1
(δ(2∆ν1))2 +

2∆ν2
(δ(2∆ν2))2

1
(δ(2∆ν1))2 +

1
(δ(2∆ν2))2

(4.27)

with the corresponding uncertainty δ(2∆νEPR):

1
1

(δ(2∆ν1))2 +
1

(δ(2∆ν2))2

(4.28)

The EPR frequency shift due to the 3He polarization is small, typically

νEPR/(2∆νEPR) ∼ 0.3%. A shift of this size for this experiment’s typical cell con-

ditions yields a polarization of ∼ 35%.
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Figure 4.15: An example of a typical NMR-AFP frequency flip performed to
extract the EPR frequency difference 2∆νEPR (shown in green) to ultimately ex-
tract the 3He polarization. The 39K EPR frequency νEPR is shown in blue.

Measurement

How to extract the 3He polarization from the shift in νEPR following a NMR-

AFP frequency sweep was demonstrated, but how to experimentally perform

this? Figure 4.16 below shows the typical setup for conduct an EPR measure-

ment. It is composed of two parts.

The first part is to find the EPR resonance of 39K. The EPR transition is

excited by a frequency-modulated RF signal sent from the HP E4400B func-

tion generator (located in the counting house) to a ∼5"-diameter RF coil (of

a few turns, less than 10) located on the front face of the oven window. The

modulation source is a constant sine wave (DS 345) and a DC output from a

custom-made proportional integral (PI) box. The frequency of the RF signal

corresponds to the energy difference between the mF = −2 and mF = −1
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sub-states of 39K’s ground state, corresponding to ∼19 MHz (and ∼16 MHz

for ∆mF = +1 → +2 transition) for a holding field of ∼ 25 G. It is amplified

by an RF amplifier, placed in the all right next to the target system. Exciting

potassium’s EPR transition causes depolarization of the Rb atoms followed by

re-absorption due to the continuous incidence of laser light. This results in an

increase in emitted photons from the P1/2 to S1/2 (D1) transition at 795 nm. But

due to thermal mixing the atoms in the P1/2 state mix with those in the P3/2

state. Those atoms in the P3/2 state then decay to the S1/2 state, which corre-

sponds to the D2 transition at 780 nm. The amount of D1 and D2 fluorescence

is about the same, but since the D1 background is so large due to the laser

light, the D2 fluorescence is measured instead, with a photo-diode. A D2 filter

is placed before it to exclude additional D1 light. The D2 fluorescence is mea-

sured by the lock-in amplifier, whose lineshape is the derivative of the intensity.

The output (in mV) is most intense at the EPR resonance frequency νEPR, corre-

sponding to the zero-point of the lock-in output. The goal for the second step

is to use the PI-box to "lock" the system at this resonant frequency, and perform

an NMR-AFP frequency sweep to flip the 3He spins.

The slope of the lineshape derived from the lock-in amplifier at the zero-

crossing point, in units of kHz, determines the gain of the PI feedback, which

essentially applies a frequency-correction to the central value of the RF gener-

ator. Once the EPR frequency is locked, the frequency is recorded through the

counter (SR 620), and the 3He spins are flipped twice (sometimes four times).

The difference in frequency before and after the NMR-AFP frequency sweep is

2∆νEPR and used to extract the 3He polarization.

4.5.3 Pulsed Nuclear Magnetic Resonance (pNMR)

Pulsed-NMR is done at the 1" spherical bulb on the left transfer tube (facing

the target from the incoming beam’s perspective - see Figure 4.13). Contrary

100



Figure 4.16: Experimental setup to perform an EPR measurement. All electronic
boxes aside from the RF amplifier and PI box are located in the counting house
and controlled through a GPIB connection. The RF coil (shown in red) and
photo-diode are located in the hall with the RF amplifier. Figure reproduced
from [29].

to NMR’s frequency or field sweep AFP technique, it tilts the 3He spin rather

than completely flipping it. An RF pulse at the Larmor frequency (∼ 81 KHz) of

magnitude B1 is applied to the Free Induction Decay (FID) coil, tipping the 3He

spins away from the Holding Field direction with an angle θtip = 1
2 γB1tpulse

where tpulse is the RF pulse duration. After this pulse, the 3He spins have pre-

cessed back to its original orientation via Free Induction Decay and generated a

FID signal that’s related to the transverse component of the magnetic moment

Mz, proportional to the 3He polarization:

S(t) ∝ ωMz sin(θtip) sin(ωt + ϕ0)e−t/T2 (4.29)

where ω = γB0, B0 being the Holding Field, T2 is the transverse relaxation

time, and ϕ0 is related to how the pick-up coil is oriented with respect to the

spin direction at the conclusion of the RF pulse. This signal is used to evaluate

the 3He polarization after calibrating with NMR, agreeing with NMR measure-
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ments within ∼2%. The pNMR calibrations were performed by Mingyu Chen.

The pNMR technique is also used for the convection speed test, discussed in

the following section.

Figure 4.17: The FID signal from a pNMR measurement following the RF pulse.
Figure reproduced from [27].

4.6 Target Calibrations and Polarization

4.6.1 Convection Speed Test

Convection speed is a key ingredient to achieving as uniform a polarization as

possible between the pumping and target chambers. Figure 4.18 below shows

the schematic (left) of the setup and actual target setup (right) used to measure

this speed. A small heater on one of the two transfer tubes is used to establish

a convective flow of gas between the PC and TC, while a RF pulse from the
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FID coil is sent to perturb the polarization of the 3He gas within the 1" bulb on

the other transfer tube. The signals in the upstream and downstream pick-up

coils are continuously monitored, and the time difference between the signal

dips are extracted which indicate the convection speed, which was 5.98 ± 0.02

cm/min in the target chamber. See Figure 4.19.

Figure 4.18: Left: Schematic of the setup for the convection speed test. Figure
reproduced from [25]. Right: Image of setup on the actual target in the Hall C.
Boxed in red are the two pick-up coils corresponding to the "first" and "second"
on the left-hand side, or "upstream" and "downstream", and the pNMR FID coil
on above.

4.6.2 Two-Chamber Convection Model

The polarization dynamics between the pumping and target chambers is de-

scribed through a two-chamber convection model. The 3He is polarized only

in the pumping chamber, and circulates around and down to the target cham-

ber through convection. The rate of change of the 3He polarization within the

pumping (PC) and target chambers (TC) is given by:

103



Figure 4.19: The signals of the upstream and downstream pick-up coils along
the target chamber plotted as a function of time. The blue curve represents
the third-order polynomial fit to the background. The actual signals were fitted
with a distorted Gaussian function. The time difference between the signal dips
were used to determine the convection speed, which was 5.98 ± 0.02 cm/min.
Credit to Mingyu Chen [28].

dPPC

dt
= γSE(PA − PPC)− ΓPCPPC − (dPC + GPC)(PPC − PTC) (4.30)

dPTC

dt
= −ΓTCPTC + (dTC + GTC)(PPC − PTC) (4.31)

where PPC(PTC) is the polarization in the pumping chamber (target cham-

ber), PA is the average alkali polarization, γSE is the spin-exchange rate per

nucleus, ΓPC(ΓTC) is the 3He spin relaxation rate per nucleus in the pumping

chamber (target chamber), dPC(dTC) is the probability per unit time per nu-

cleus that a nucleus will exit the pumping chamber (target chamber) and enter

the target chamber (pumping chamber) due to diffusion, and GPC(GTC) is the

probability per unit time per nucleus that a nucleus exits the pumping cham-

ber (target chamber) and enters the target chamber (pumping chamber) due to

convection. These two values are related to the convection speed v of the 3He
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gas in the TC by:

GPC ∼ v
L

nTC

nPC

VTC

VPC
, GTC ∼ v

L
(4.32)

where L is the length of the target chamber (∼ 40 cm), and VPC (VTC) are

the pumping chamber (target chamber) volumes. The polarization gradient

between the two chambers under a convection speed v is given by:

PTC

PPC
= (1 +

ΓTC

dTC + GTC
)−1 (4.33)

For a convection speed of around 6 cm/min, GTC >> dTC, and PTC/PPC ∼

98%, corresponding to a near uniform polarization between the chambers [25].

The equations are solved analytically to produce the polarization ratio between

the target and pumping chambers, which is used within the polarization inter-

polation that will be discussed in Section 4.6.6.

4.6.3 AFP-Loss Study

AFP loss quantifies the 3He polarization loss during one NMR scan, or during

a single NMR-AFP field or frequency sweep. The sweep speed is optimized to

minimize the degree of depolarization, but some loss is inevitable. Moreover,

within the convective flow, the 3He gas circulates in the cell and experiences a

large gradient of the holding field over the whole cell region within a short time

duration. Additionally, the constant flow increases the number of collisions be-

tween the 3He atoms and cell walls. These two processes results in a larger

polarization loss compared to those within the diffusion-style 6 GeV-era cells.

AFP loss studies were done for each cell to quantify these effects by measuring

the difference between subsequent up-sweep and down-sweep NMR signals,

conducted by Junhao Chen. An example of this study, where the NMR ampli-

tudes of the PC and TC are measured as a function of time, are shown below in
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Figure 4.20. The corresponding values for cells Dutch and Big Brother are listed

in Table 4.5 [4].

Figure 4.20: NMR amplitudes (in mV) for the pumping chamber and target
chambers as a function of time. The open circles are peaks of the raw signals
and triangles are results of the fitted amplitudes. Credit to Junhao Chen [28].

Table 4.5: AFP losses per NMR-AFP sweep, in percentage, for the pumping
chamber (PC) and target chamber (TC) of each cell, for each field configuration.
There is a relative 20% uncertainty for each.

Cell Field
Configuration (◦)

AFP Loss
in PC (%)

AFP Loss
in TC (%)

Dutch 90 0.90 0.90
180 2.00 0.90

Big Brother 90 0.90 0.90
180 1.70 0.40

4.6.4 NMR/EPR Calibration Constants

The NMR/EPR calibration constant assigns a percent polarization to a mea-

sured NMR amplitude. Since each NMR-AFP sweep results in a polarization

loss of the 3He gas, it’s not optimal to perform EPR measurements frequently,

and especially not as frequently as NMR measurements (performed once every

4 to 5 hours). During E12-06-110, EPR/NMR calibrations were taken once for

each cell for each field configuration.
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The typical measurement sequence was: NMR, EPRpol1, NMRsig1, EPRpol2,

NMRsig2, EPRpol3, NMRsig3 where pol and sig indicate the resulting polarization

and signal measurements for each cycle (1, 2, and 3). The resulting calibration

constant for the first cycle, for example, is the polarization pol1 divided by the

fitted NMR signal sig1, with associated uncertainty:

C1(%/mV) =
pol1
sig1

, ∆C1(%/mV) = C1

√(
∆pol1
pol1

)2

+

(
∆sig1
sig1

)2

(4.34)

The final calibration constant C f inal is then:

C f inal(%/mV) =
1
N

(C1(1 − α) + C2(1 − α) + C3(1 − α)) (4.35)

with associated error ∆C f inal:

∆C f inal(%/mV) =

√
1

N − 1
(
(C1 − C f inal)2) + (C2 − C f inal)2) + (C3 − C f inal)2

)
(4.36)

where N is the number of EPR/NMR cycles (3 in this case), α is the AFP

loss in the pumping chamber, and the above error is the error on the average.

The results for each cell for each field configuration are shown below in table

4.6 [153]. These results are used to calculate the polarization within the target

chamber, discussed in Section 4.6.6.

Table 4.6: NMR/EPR calibration constants for each cell for each field configu-
ration.

Cell Field Configuration (◦) CC (%/mV)
Dutch 90 6.03 ± 0.13

180 9.62 ± 0.68
Big Brother 90 5.56 ± 0.42

180 8.38 ± 0.14
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4.6.5 Target Polarization During the An
1 Experiment

The maximum 3He reached was ∼60% with Dutch out-of-beam, and ∼55% in-

beam. See Figure 4.21 below for the performance of cells Dutch and Big Brother

as a function of time.

Figure 4.21: 3He target polarization (within the pumping chamber) throughout
E12-06-110 production data-taking. Credit to Junhao Chen.

4.6.6 Run-by-Run TC Polarization Interpolation

NMR measurements are done in between several runs at a time to obtain a rel-

ative measurement of the target polarization within the pumping chamber and

target chambers, and the absolute polarization is measured with EPR within the

pumping chamber. The NMR/EPR calibration constants CNMR−EPR obtained

in the previous section refer to the pumping chamber. To obtain the polariza-

tion within the target chamber at the start Pinit
TC and end Pend

TC of a certain run

during an NMR measurement, the following formulas are used:

Pinit
TC =

SUpSweep
PC β2 + SDownSweep

PC β

2
CNMR−EPRCTCPC (4.37)

Pend
TC =

SUpSweep
PC + SDownSweep

PC
2β

CNMR−EPRCTCPC (4.38)
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where CTCPC is the polarization ratio between the target chamber and

pumping chamber, found by solving the two-chamber convection model equa-

tions shown in Section 4.6.2, and β is the whole cell polarization loss:

β = 1 − αPCnPCVPC + αTCnTCVTC

nPCVPC + nTCVTC
(4.39)

where αPC (αTC) is the pumping chamber (target chamber) AFP loss, nPC

(nTC) is the (temperature-corrected) 3He densities in the pumping chamber (tar-

get chamber), and VPC (VTC) are their volumes.

Next, the polarization for a given run number N can be found by either

linearly interpolating with run time (regardless of accumulated beam charge):

PN
TC = Pinit

TC + (Pend
TC − Pinit

TC )
Tmidpoint

N − Tinit
NMR

Tend
NMR − Tinit

NMR
(4.40)

where Tmidpoint
N is the midpoint of the total run time for given run N, and

Tend
NMR − Tinit

NMR is the total time duration of the most recent NMR measurement

Or, the polarization for a given run number N can be found by linearly

interpolating with the run number N itself and the number of runs between

NMR measurements n:

PN
TC = Pinit

TC + (Pend
TC − Pinit

TC )
n − 1/2

N
(4.41)

Both methods agree with each other typically to less than 1%, and within

2% for most extreme cases.
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Chapter 5

DATA ANALYSIS

5.1 Analysis Procedure

Figure 5.1: Analysis Flow Chart for JLab Experiment E012-06-110

5.2 Detector Analysis

Before any higher-level analysis can be performed on the collected raw data, a

set of reference time cuts, detector time window cuts, and detector calibrations

must first be completed in order to render the replayed data reliable.
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5.2.1 Data Acquisition and Trigger Logic

Experiment E12-06-110 used the CEBAF Online Data Acquisition (CODA) sys-

tem, a toolkit designed by the Jefferson Lab Data Acquisition Group for nu-

clear physics experiments at JLab [154]. Electronic signals generated within the

PMTs from the Cherenkov and calorimeter detectors, for example, are digitized

using 16-channel 250 MHz (4 ns resolution) flash Analog-to-Digital Convert-

ers (FADCs) while those generated within the wires of the drift chambers are

digitized using 100 ps resolution 128-channel CAEN V1190A Time-to-Digital

Converter (TDC) modules. The hodoscopes use both ADCs and TDCs. Each of

these F250 FDCs and 1190 TDCs constitute a "readout module," where the read-

out is done through their corresponding Read Out Controller (ROC) crates [21].

Of course, not all generated signals within the detectors (either from noise,

or even beam-on-target interactions) are of interest to the experiment being con-

ducted, so a trigger system is devised to filter out meaningless events. In this

way, the digitized signals from each detector within the SHMS and HMS are

read out by their corresponding ROC crates only if the selectedi experiment-

specific pre-triggers are accepted. These "pre-triggers" are triggers that occur

before it is accepted by the Trigger Supervisor (TS) module - a custom-built

module by the Data Acquisition Group that serves to synchronize the read-out

crates, administer the dead-time logic (necessary to prevent accepting other

pre-triggers before the current trigger is completely processed, but should be

minimized) and to pre-scale the trigger inputs. Both the SHMS and HMS each

have a TS moduleii, which, if it accepts these specific pre-triggers, forms a Level

1 Accept (L1A) trigger and finally initiates the DAQ of each spectrometer to

record data through the FADCs and TDCs in the ROCs.

For the 5-pass (10.4 GeV) beam-energy setting to detect DIS asymmetries,

iIn Hall C, there are three ultimate pre-trigger types from which to choose: 3/4, EL-REAL,
and EL-CLEAN.

iiThis is what allows the two spectrometers to detect data independently.
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the 3/4 trigger was used on each spectrometer to detect scattered electrons in-

dependently from the SHMS and HMS. This type of trigger is the most basic

type used in Hall C, and is formed only if at least three out of four hodoscope

planes are fired.

For the 1-pass (2.2 GeV) beam-energy setting to detect asymmetries from

e−−3He elastic scattering and ∆(1232) production, a more complicated trigger

called "EL-CLEAN" was used. This trigger type is comprised of a subset of

trigger conditions made on various detectors:

• 3/4: Three out of four hodoscope planes (S1X,S1Y,S2X,S2Y) must be fired.

• Preshower-Hi: The HMS calorimeter pre-shower block consists of the

first layer, which contains a PMT on each side, of opposite sign. The sig-

nals on each side are summed and if they reach a certain "hi" threshold

value, this trigger condition is met. For the SHMS, its preshower is com-

prised of 14 blocks with a PMT on each block end. The signals across each

PMT are summed together and, again, if they reach a certain high thresh-

old value, this trigger condition is met.

• Preshower-Lo: The same protocol as above is followed, except with a

"low" threshold value.

• SHMS (HMS) Time Of Flight: At least one of the two scintillator planes

in each hodoscope must be fired, in coincidence.

• Cherenkov: The signals across the two PMTs in the HMS Gas Cherenkov

is summed and required to meet a certain threshold, and similarly, the sig-

nal is summed across the four PMTs in the SHMS Noble Gas Cherenkov.

These trigger conditions are then used to form two higher-level triggers:

• EL-Hi: Both the 3/4 AND Preshower-Hi conditions must be met
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• EL-Lo: At least two of the three 3/4, Time of Flight, and Preshower-Lo

conditions must be met, AND the Cherenkov trigger.

Finally, the EL-CLEAN trigger is formed as EL-Hi AND EL-Lo.

In addition to the FADC and TDC crates that read out physics events to

store to disk, there exists VME crates for standard scalar events logged every 2

seconds or 1000 events (whichever comes first) to monitor real-time parameters

such as beam position, charge, current, etc. Additionally, for this experiment

specifically since it required a polarized electron beam, helicity scaler events

were logged every 0.00833 seconds (120 Hz - the rate at which the beam helicity

was flipped) that monitored the same parameters as the standard scalers, but

distinctly the beam charge-asymmetry. Finally, EPICS events were recorded

every 10 seconds to monitor slow controls regarding the spectrometers (central

momentum, angle, and magnet currents), detector HV settings, and various

3He target parameters (magnet currents, target ladder location, temperature,

etc.).

5.2.2 Hall C’s Analysis Framework

The "replayed" data is a large collection of ROOTi files generated using hallc-

replay, a framework written to facilitate the reconstruction of events from Hall

C’s spectrometers [155]. It interfaces with Hall C’s ROOT Analysis Framework

hcana to obtain and process the data [156]. Data was typically collected for ap-

proximately 1 hour at a time on each spectrometer, with each completed "run"

having its own generated ROOT file with its corresponding run number.

Within hcana, there exists a class called "THcDetectorMap" that builds an ar-

ray with one element per readout channel. Each element contains the ROC, slot,

channel number, and module type for a given channel for a specific detector. It

iROOT is an open-source data analysis framework, primarily written in C++, used by the
high energy physics community.
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also holds the detector ID number, the plane, counter (or wire number), and

the ADC and/or TDC signal number, along with its sign. Another class called

"THcHitList" uses these detector maps to associate the ROC, slot, and chan-

nel number with a specific detector. This process ultimately generates "raw hit

data" that can then be analyzed to perform the required reference time cuts, and

subsequently higher-level "hit data" to perform the detector time window cuts.

This hit data is then ultimately processed into "physics data," which is what’s

used to perform the detector calibrations, Particle Identification (PID), and ulti-

mately count extraction to form the asymmetries. The raw, raw hit, and physics

data are all ultimately made accessible into ROOT histograms within "TTrees"

through the analysis class "THcAnalyzer". Colloquially referred to as "Trees",

they represent a columnar dataset that contain sub-level, independent columns

of data called "Leaves" contained in their substructure "Branches". These vari-

ables contain the scaler and detector data on which the analysis is performed.

5.2.3 Reference Time Cuts

The aforementioned L1A triggers are sent to the ROCs for read-out initiation

through the lower-resolution 25 ns clock of the CAEN 1190 TDCs (as opposed

to its higher-resolution 100 ps clock that does the signal digitization from the

drift chambers and hodoscopes). Instead of using this low-resolution trigger to

serve as a coarse reference time, a copy of the pre-trigger that ultimately serves as

the "reference time" is fed into a signal input on the TDC so it can be measured

against the higher-resolution 100 ps internal clock. Now this reference time can

be subtracted from all of the detector signals in the replayed data to eliminate

the 25 ns jitter resulting from the slower clock and therefore capitalize on the

high resolution capabilities of the 100 ps clock. The FADC reference time is

simply a copy of the TDC reference time signal, and is sent to an RC circuit to

produce an analog pulse for the FADC [157]. All detectors in each spectrometer
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use the same reference FADC time signal, while each TDC receives a distinct

copy of the reference time.i

Often there are multiple hits present per event in the TDC channel (the num-

ber of which is referred to as the multiplicity, with multiple hits per event indi-

cating a multiplicity of n > 1). In the absence of a reference time cut, the Hall

C Analyzer hcana automatically selects the first hit in the TDC/ADC time win-

dow as the "good hit" - which very well may not be the case - and will use this

as the reference time to be subtracted from each detector ADC/TDC spectra in

the replayed data. This could result in a significant loss in tracking efficiency,

due to the Poissonian nature of physics triggers [22]. But by instead choosing

a reference time cut, this sets a lower limit above which the first hit is selected

as the reference time. This does a better job at filtering out reference times that

aren’t associated with physics events coming from the targetii. These bad events

manifest as reference times that are random hits - not copies of the pulse that

generated the DAQ readout trigger.

Ultimately, the procedure of determining the appropriate reference time

cuts for each detector is done by 1.) assessing the pertinent reference time

variables (encapsulated in hcana as Leaves) in conjunction with 2.) their corre-

sponding multiplicity Leaves. Tables 5.1 and 5.2 list the reference time variables

and their associated detectors [22]. These "raw" ADC/TDC time spectra con-

tain no reference time subtraction yet, and therefore the main peak representing

the correct reference time are smeared by the 25 ns resolution of the slow TDC

clock. The proper cut will be placed right before this main peak. But enforcing

a series of multiplicity cuts is conducive to further refining the placement. A

cut of n == 1 selects only those events for which there was only one reference

iAn exception are the Drift Chambers in the HMS, where its crate synchronizes all of the
TDCs it holds.

iiThe reference time cuts will never be perfect - there will always be some "bad events"
(events not associated with the physics event of interest) that make it into the cut. For ex-
ample, reference times contained within the tails of the main peak (the correct reference time)
could be due to events originating from radiation entering the shielded hut within the Hall.
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Table 5.1: Reference Times and Associated Detectors: HMS

Reference Time Name hcana Leaf Name Detector
hTref1 T.hms.hT1_tdcTimeRaw TRIG[tdc]
hTref2 T.hms.hT2_tdcTimeRaw HODO[tdc]

hDCREF1 T.hms.hDCREF1_tdcTimeRaw DC[tdc]
hDCREF2 T.hms.hDCREF2_tdcTimeRaw DC[tdc]
hDCREF3 T.hms.hDCREF3_tdcTimeRaw DC[tdc]
hDCREF4 T.hms.hDCREF4_tdcTimeRaw DC[tdc]
hDCREF5 T.hms.hDCREF5_tdcTimeRaw DC[tdc]

hFADC_TREF_ROC1 T.hms.hFADC_TREF_ROC1
_adcPulseTimeRaw

HODO[adc]
TRIG[adc]
CAL[adc]
CER[adc]

time. While these events are likely to be true physics events, it is not guaranteed.

Events surviving a stricter cut of n == 2, for example, could be the result of a

true physics event where the reference time was OR’ed by 2 pre-triggers. If it’s

a true physics event, the main peak of this n == 2 cut spectra will overlap with

that of the n == 1 cut spectra. The point before which the two spectra begin to

diverge indicates times due to random hits, and should be excluded from the

chosen cut. This check was performed with the greatest populated multiplicity

value.

5-pass DIS Runs

As stated before, data collected for the DIS asymmetry production at 10.38 GeV

used a 3/4 trigger on the SHMS and HMS each, where both spectrometers inde-

pendently detected the scattered electrons. The rates for this experiment were

relatively low, with an average of ∼ 0.2 kHz on the HMS, and ∼ 0.8 kHz and ∼

0.4 kHz on the SHMS low and high momentum DIS settings, respectively. As a

result, the reference times needed little modification for these sets of runs, with

the main peaks within the ADC and TDC spectra remaining well-constrained

across differing multiplicity cuts, as shown in figures 5.2 and 5.3 below.
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Table 5.2: Reference Times and Associated Detectors: SHMS

Reference Time Name hcana Leaf Name Detector

pTref1 T.shms.pT1_tdcTimeRaw TRIG[tdc]
HODO[tdc]

pTref2 T.shms.pT2_tdcTimeRaw HODO[tdc]
pDCREF1 T.shms.pDCREF1_tdcTimeRaw DC[tdc]
pDCREF2 T.shms.pDCREF2_tdcTimeRaw DC[tdc]
pDCREF3 T.shms.pDCREF3_tdcTimeRaw DC[tdc]
pDCREF4 T.shms.pDCREF4_tdcTimeRaw DC[tdc]
pDCREF5 T.shms.pDCREF5_tdcTimeRaw DC[tdc]
pDCREF6 T.shms.pDCREF6_tdcTimeRaw DC[tdc]
pDCREF7 T.shms.pDCREF7_tdcTimeRaw DC[tdc]
pDCREF8 T.shms.pDCREF8_tdcTimeRaw DC[tdc]
pDCREF9 T.shms.pDCREF9_tdcTimeRaw DC[tdc]

pDCREF10 T.shms.pDCREF10_tdcTimeRaw DC[tdc]

pFADC_TREF_ROC2 T.shms.pFADC_TREF_ROC2
_adcPulseTimeRaw

HODO[adc]
TRIG[adc]
CAL[adc]

NGCER[adc]

(a) Drift Chamber TDC (b) FADC (c) Hodoscope TDC

Figure 5.2: SHMS Reference Times for Run 10640. The dotted black line in-
dicates the cut selection. The conversion from TDC channel to time is ∼ 0.1
ns/channel, and 0.0625 ns/channel for the ADCs.

(a) Drift Chamber TDC (b) FADC (c) Hodoscope TDC

Figure 5.3: HMS Reference Times for Run 3481. The dotted black line indicates
the cut selection. The conversion from TDC channel to time is ∼ 0.1 ns/channel,
and 0.0625 ns/channel for the ADCs.
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All the detectors - except for the drift chambers - are read out by FADCs. The

hodoscopes are read out by both FADCs and TDCs. The drift chambers are read

out by TDCs only. As a result, three sets of reference time cuts were ultimately

chosen for the SHMS and HMS, and fed into the associated parameter files of

hallc-replay. Their values are listed below in tables 5.3 and 5.4, respectively.

Table 5.3: Final Reference Time Cuts for SHMS DIS Runs

Reference Time Name Reference Time Cut
pFADC_TREF_ROC2 4200

pDCREF2 14400
pT2 3400

Table 5.4: Final Reference Time Cuts for HMS DIS Runs

Reference Time Name Reference Time Cut
hFADC_TREF_ROC1 3400

hDCREF2 20000
hT1 1400

Multiple Peaks in SHMS 1-pass Elastic and ∆(1232) Runs

The elastic and delta runs, taken to determine the proper sign convention to use

for the longitudinal and transverse asymmetries, respectively, were done using

the EL-CLEAN trigger. Although there should still only be a single peak seen

in the reference time raw spectra, two peaks are observed in the TDC spectra

and three dominant peaks in the FADC spectra, shown in Figure 5.4 below. The

cause for the Trigger Module to seemingly shift the start of the timing window

remains to be an open issue, unfortunately. But since this shift is seen in all of

the detectors, it does not affect the 1-pass data analysis [158].

5.2.4 Timing Window Cuts

Following the reference time cuts, cuts on the detector time windows need to be

made to further reduce sources of background that could contaminate physics
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(a) Drift Chamber TDC (b) FADC (c) Hodoscope TDC

Figure 5.4: SHMS Reference Times for Run 9780. The dotted black line indicates
the cut selection. The conversion from TDC channel to time is ∼ 0.1 ns/channel,
and 0.0625 ns/channel for the ADCs.

signals. These cuts are applied to the time difference between the ADC and

TDC times on each PMT of the hodoscopes, Cherenkovs, and pre-showers and

showers of the calorimeters. For the drift chambers, the cuts are applied to

the raw drift time TDC spectrum for each plane. For the hodoscopes, the time

difference, called goodAdcTdcDiffTime within hcana, is defined as the differ-

ence between the TDC pulse time and ADC pulse time. For the remaining de-

tectors (except for the drift chambers), it’s defined as the difference between the

hodoscope time projected at the focal plane (HodoStartTime) and the ADC

pulse time.

If the event is a pure physics event originating from the target, then the spec-

tra seen in the goodAdcTdcDiffTime distribution would be gaussian, with

those events far away from the main peak being out-of-time - indicating that

the ADC and TDC times are not correlated with the same event. These are the

events that should be eliminated through the selected timing cut. Representa-

tive plots of the timing window cut selection performed on the calorimeters, for

example, are shown below. The SHMS lead-glass calorimeter’s pre-shower is

comprised of a single plane of 28 total PMTs, with 14 on the "negative side" and

another 14 on the "positive side". The remaining shower array consists of 14

columns of 16 rows of PMTs. On the other hand, the HMS lead-glass calorime-

ter contains four layers of PMTs (1pr, 2ta, 3ta, 4ta). The first two layers contain

both a positive and negative side, while the last two layers contain only a pos-
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itive side of PMTs. The ADC time window selection for the SHMS calorimeter

is -30 to 70 ns for the preshower and -20 to 80 ns for the shower, and -100 to 0

ns for the HMS calorimeter. These values were updated in their corresponding

hallc-replay parameter files.

Figure 5.5: Timing Window Cuts for the SHMS Positive Side of PMTs of the
Pre-shower, for DIS run 10614. The dotted red lines indicate the positions of the
upper and lower limits made for the timing window selection. X-axis is in ns,
Y-axis is in counts. The histograms are on a log-scale.

5.2.5 Detector Calibrations and Performances

Beam Current Monitors

Calibration of the beam current monitors is necessary in order to minimize the

uncertainty of the total accumulated helicity-gated charge per run, a quantity

(in addition to the live-time) used to normalize the charge-sorted counts when

forming the asymmetries.i

The beam current and charge was monitored continually during data-taking

iThis normalization is needed to minimize any charge biasing in the number of counts,
which should be and is low, with the beam charge asymmetry ≤ 0.02% and live-time asymme-
try ≤ 0.07%.
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Figure 5.6: Timing Window Cuts for the HMS Negative Side of PMTs, Layer
1pr, for DIS run 3419. The dotted red lines indicate the positions of the upper
and lower limits made for the timing window selection. X-axis is in ns, Y-axis
is in counts. The histograms are on a log-scale.

with five BCMs (BCM1, BCM2, BCM4A, BCM4B, and BCM4C) and calibrated

against the Unser monitor. While the BCMs exhibit a stable offset with a high

signal to noise ratio, they cannot measure the absolute gain, which furthermore

may vary with time. On the other hand, the Unser monitor shows a stable gain

but unstable zero offset. But together, these two types of devices can be used to

perform a sub-µA calibration.

During a BCM "calibration run", the beam is turned off and on successively

every two minutes, with each beam-on period incremented higher in current

than the last. Points of "beam on" and "beam off" times were selected to map

the BCM frequency fBCM to the corresponding Unser current IUnser. The Unser

current is defined as:

IUnser = GUnser ∗ ∆( fBCM) (5.1)

where GUnser is the Unser gain, equal to 0.0002492 µA/Hz, and ∆( fBCM) is
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the difference in BCM frequency for "beam on" and "beam off" periods. A linear

fit is then applied, with the slope (p1) representing the BCM gain (in units of

Hz/µA ) and the intercept (p0) representing the offset. The current measured

by the BCM is then calculated as:

IBCM =
∆( fBCM)− p0

p1
(5.2)

During experiment E12-06-110, BCM calibration runs were completed twice:

1. Dec. 18, 2019: SHMS Run 9728 and HMS Run 2556

2. Feb. 20, 2020: SHMS Runs 10402 and 10403, HMS Runs 3206 and 3207

This calibration for SHMS Run 9728 was completed offline (post data-

taking) and was compared to Dave Mack of Jefferson Lab’s results, which didn’t

include low-current points (such as ∼ 1 µA) where the BCMs exhibit nonlinear

behavior [159]. Despite this difference, the results agreed within the error of the

fits. Furthermore, the calibration was done for both sets of calibration runs for

both spectrometers. The corresponding gain and offset results were averaged

together (SHMS runs 9728, 10402, and 10403, and HMS runs 2556, 3206, and

3207) and fed into the appropriate hallc-replay parameter file (values shown in

Table 5.6) [159].

Table 5.5: SHMS 9728 BCM Calibration Constants

BCM Gain ∆Gain Offset ∆Offset
BCM1 5762 24.22 253100 456.1
BCM2 5651 23.76 250600 447.3

BCM4A 9418 39.59 1720 745.5
BCM4B 2120 8.91 706.2 167.8
BCM4C 1809 7.61 473.4 143.2

To assess the difference in calculated current from all five BCMs between

each scenario, both sets of gain and offset constants were used to replay 10 runs

across the An
1 running period. The difference in current remained well below
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Table 5.6: Total Average BCM Calibration Constants

BCM Gain ∆Gain Offset ∆Offset
BCM1 5784 26.75 252750 602.9
BCM2 5661 26.16 250300 590.0

BCM4A 9459 43.75 1376.4 986.0
BCM4B 2118 9.80 766.8 220.7
BCM4C 1818 8.41 377.1 189.6

1%, with an average value of 0.430%. BCM1 and BCM2 exhibited the most

stable behavior across calibration runs, in terms of both gain and offset.

Hodoscopes

The hodoscopes provided the timing information (serving as the basis for the

Calorimeters and Cherenkov detectors within their timing window selection

(see Section 5.2.4, and for particle tracking), and the 3/4 trigger (where our ex-

periment required a firing of three out of four hodoscope planes to initiate data

readout). A single hodoscope plane comprises various bars of scintillating ma-

teriali with a PMT at each end. When a particle traverses the bar (or paddle), it

scintillates, emitting Cherenkov radiation, which is then converted to an elec-

trical signal via the photoelectric effect within the PMTs. This signal is sent to

the ADCs and TDCs for further processing. Conversion of the TDC signal to

the actual "hit" time is completed prior to data-taking through hardware cali-

brations.

An additional software calibration is required to correct for the delays in

the raw time of the hit due to the various components within the signal’s tra-

jectory before reaching the TDCs (via discriminators, called a "time-walk" cor-

rection, and signal cables beginning at the PMT end and terminating upstairs

in the Counting House, called "cable time" corrections). Furthermore, there’s

the "propagation time" correction to account for the timing difference between

iAll planes are made with scintillating plastic - RP-408 from Rexon Corporation - with the
exception of SHMS plane S2Y, which is made of Corning HPFS 7980 Fused Silica (quartz).
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the signal being detected by each PMT at opposite ends of the paddle, and

the "hodoscope planes time difference" correction to compensate for any ad-

ditional time difference between any two distinct paddles within different ho-

doscope planes. The corrected TDC time can then be used to determine the

relativistic velocity, β = v/c, of a given particle.i Expressed in terms of energy,

β = p
E = Pc√

m2+P2
c

, where Pc is the spectrometer’s central momentum setting and

m is the mass of the detected particle. This experiment detected electrons exclu-

sively, and with momentum settings on the order of 3 GeV, its comparatively

negligible mass of 0.511 MeV allows for the approximation of β ∼ 1. If the

corrected TDC time is indeed correct, the reconstructed β distribution should

therefore peak at unity. Making the necessary software adjustments in hcana

until this is verified to be the case was done as part of the hodoscope calibra-

tion process, completed by Mingyu Chen. See Figure 5.7 for the β distributions

following the successful calibration. More detailed information regarding the

procedure outlined by Carlos Yero of Jefferson Lab can be found in [160].

Figure 5.7: The β distributions for HMS Run 3408 and SHMS run 10435. The
blue curves indicate spectra before the hodoscope calibration, and the red after.
Plots generated by M. Chen.

iThe velocity is v = d/t where t is the "time of flight" and d is the distance between two
scintillator paddles that both had a hit, or the distance traversed by the given particle.
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Drift Chambers

The two drift chambers, each with six wire planes, separated by ∼ 1 meter,

of each spectrometer were used for tracking information to reconstruct par-

ticle trajectories. Each wire plane - comprised of alternating gold tungsten

field and sense (anode) wires - is enclosed by two cathode planes. The field

wires and cathode planes are kept at a negative voltage, while the sense wires

are grounded. The gradient due to the potential difference generates an elec-

tric field directed outward from the sense wires. As the electron, for example,

passes through the gas mixturei that flows across all of the wire planes, it ion-

izes those gas atoms, causing those now free electrons to drift toward the sense

wire, thereby producing a current that creates the measured signal. These sense

wire signals are ultimately sent to the CAEN V1190 multi-hit TDCs, which reg-

isters the total travel time of the signal. Combined with timing information

from the hodoscopes, the TDC values are converted to drift time, or the time

it takes the free electrons to drift toward the sense wire. Now the job of the

calibration is to calibrate the drift velocity to properly determine the distance

between the sense wire and the point at which the particle passed, or the drift

distance. The position of a particle with respect to a given drift chamber sense

wire is determined from the drift time distribution, F(t):

D(t) = Dmax

∫ t
tmin

F(t) dt∫ tmax
tmin

F(t) dt
(5.3)

where D(t) is the drift distance, Dmax = 0.5 cm is the maximum drift dis-

tance, or half of a single drift cellii width, t is an arbitrary time given by the

TDC value, and tmax is the maximum drift time within a cell (corresponding to

Dmax). A prior step in the calibration procedure is to ensure that t0, the time

when the ionized particle comes in contact with the sense wire, is equal to 0 ns.

iThe drift chambers use a 50/50 mixture (by weight) of Ethane/Argon as the "drift gas".
iiA "cell" comprises the cross-section of a wire plane that contains just two field wires and a

single sense wire, with the two cathode planes on either side.
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If it isn’t, then the drift time must be shifted by a nonzero constant to force it

to be. An example of the drift time and drift distance post-calibration is shown

below in Figure 5.8 for SHMS DC Plane 1U1, defocusedi Run 9644.

Figure 5.8: Drift Time (a) and Drift Distance (b) distribution plots for SHMS Run
9644. DC calibration completed and plots generated by Junhao Chen. Figure
taken from [27].

Gas Cherenkovs

Calibrations on each PMT within the cherenkov detectors are required to en-

sure a roughly similar response is produced from a a similar input signal, being

the cherenkov radiation produced from electrons passing through the gas. This

entails both a hardware and software component where, first, the PMTs are

gain-matched - meaning their applied high voltages are adjusted to produce

similar gain within their respective ADC integrated-pulse spectra (charge) -

then second, a conversion factor from the total charge output to the number

of photoelectrons (npe’s) produced is obtained.

iThe "defocused" runs were a special set of runs where the spectrometer magnets were set to
allow for maximum uniform illumination of as many shower blocks of the SHMS calorimeter
as possible, for the purpose of gain-matching the PMTs. See Section 5.2.5 for more details.
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HMS Gas Cherenkov: Method I The Gas Cherenkov (GC) within the HMS

contains two PMTs. Since the single photoelectron (SPE) peak is clearly visible

within its NPE distribution - grabbed from hcana via H.cer.npeSum - the

simplest method was used. The SPE peak is the gain seen in the ADC spectra

for a single photoelectron, which sits close to the pedestal.i When an electron

passes through the gas and radiates photons, the photons are transmitted

through the glass PMT face and strikes the photocathode, energizing those

electrons and generating a current through the photoelectric effect. These

initial electrons then strike a series of dynode stages which serve as the

multiplication process that produces the final gain of the PMTii The gain of the

PMT represents the number of photoelectrons produced, which is read-out by

the FADCs. The Analyzer quantity H.cer.goodADCPulseInt represents the

total charge, in pC, accumulated within the ADC spectra. Within this method, a

gaussian fit is applied to the SPE peak seen in the ADC integrated pulse spectra

for each PMT. To assess PMT 1, a H.cer.goodADCMultiplicity[0]

== 1 cut is applied to H.cer.goodADCPulseInt, and similarly,

H.cer.goodADCMultiplicity[1] == 1 for PMT 2. The mean µ from

the fit is used to produce the calibration constant C = 1/µ for each PMT.

These are then fed into the appropriate parameter file within hallc-replay,

which uses these constants to calculate the total number of photoelectrons

as npe = C × ADCvalue for each PMT. The calibration was done using HMS

Cosmics Run 3732 - data collected during the successive experiment E12-06-

121, but was verified to work for this experiment. The fitted integrated ADC

spectra for PMT 1 and PMT 2 with the resulting mean values is shown below

in Figure 5.9.

iThis is the ADC value measured when no input signal is given.
iiThis is the intrinsic gain, which is a function of the applied HV, among other factors like

entrance window and photocathode material, and the number of dynode stages.
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Figure 5.9: Gas Cherenkov Calibration for HMS Run 3732. PMT 1 is on the left,
and PMT 2 is on the right. The inverse of the mean value produced from the
gaussian fits are used as the calibration constants.

SHMS Noble Gas Cherenkov: Method II For the scenario where the SPE

peak isn’t clearly visible within the NPE distribution, the number of photo-

electrons corresponding to a given ADC value must be estimated.i The NGC

contains four PMTs. A series of cuts are applied to the integrated ADC spectra

for each PMT as follows:

• P.ngcer.goodADCMultiplicity == 1 for the PMT under calibra-

tion, and P.ngcer.goodADCMultiplicity == 0 for all others

• A PID cut on the total deposited energy within the calorimeter to select

electronsii: 0.8 < P.cal.etottracknorm < 1.4

• A cut on the SHMS momentum acceptance:

-0.10 < P.gtr.dp < 0.22

• X and Y cuts (in cm) at the NGC mirror plane:

iThis is in accordance with the procedure outlined by Simona Malace. See elog post:
https://logbooks.jlab.org/entry/3650663

iiThis quantity isn’t corrected for the horizontal Y coordinate of the track.
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– PMT 1:

0 < P.ngcer.xAtCer < 5.5,

0 < P.ngcer.yAtCer < 12

– PMT 2:

0 < P.ngcer.xAtCer < 3.8,

-13.7 < P.ngcer.yAtCer < -2.2

– PMT 3:

-17 < P.ngcer.xAtCer < 0.2,

1.5 < P.ngcer.yAtCer < 16

– PMT 4:

-13 < P.ngcer.xAtCer < -1,

-16 < P.ngcer.yAtCer < 0

The number of photoelectrons generated from the photocathode should fol-

low a Poisson distribution:

P(npe) =
λnpee−λ

Γ(npe + 1)
(5.4)

where λ is the average number of photoelectrons. Since the ADC integrated

charge distribution is ultimately a function of x = npe/gain, where gain is the

accumulated charge per photoelectron, Equation 5.4 can be expressed as:

P(npe) =
λ

x
gain e−λ

Γ( x
gain + 1)

(5.5)

Re-arranging this distribution in terms of fit parameters p0, p1, and p2 pro-

duces the following fit function, which was used to fit the NGC ADC spectra

for each PMT:

f = p0

(
p1

p2

) x
p2 e

−p1
p2

Γ( x
p2
+ 1)

(5.6)
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where p2 is the gain and λ = p1/p2 is the average number of photoelectrons.

The calibration procedure was performed on SHMS Run 11538, again from ex-

periment E12-06-121, by M. Roy [27]. The cuts on the NGC mirror plane are

shown in Figure 5.10, and the resulting fits on each PMT in Figure 5.11. The

calibration constant for each PMT is ∼ 1/λ: 1/5.054 (PMT 1), 1/3.521 (PMT 2),

1/4.419 (PMT 3), and 1/3.788 (PMT 4).

Figure 5.10: SHMS Run 11538: Cuts at the X and Y mirror planes of the NGC
for good event selection. The red lines indicate the cut positions listed above
for each PMT.

Calorimeters

Calorimeters rely on the energy deposited by different types of projectiles in

order to distinguish their particle type. This experiment in particular requires
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Figure 5.11: SHMS Run 11538: NGC Integrated Pulse Spectra for each PMT,
fitted with Equation 5.6. The λ values are the resulting estimates of the mean
number of photoelectrons.

the ability to cleanly differentiate electrons from pions, which serve as the dom-

inant background in the DIS regime. The energy deposited by a particle is ob-

tained through converting the recorded ADC channel value of each modulei

to equivalent energy using a calibration constant ci that accounts for block-to-

block gain variation among PMTs, and an additional correction factor f (y) to

account for the light attenuation for the horizontal hit coordinate y within the

lead-glass blocks since it is track-dependent [161]:

Ei = ci × (Ai − pedi)× f (y) (5.7)

where i is the channel number, Ai is the raw ADC signal, and pedi is the

pedestal position. Regarding the issue of gain variation: Now, one might

iA single module consists of an optically isolated lead-glass block (TF-1 type for the SHMS
and HMS preshower, F-101 type for the SHMS shower) coupled to one PMT for the SHMS
calorimeter, but two PMTs for the HMS preshower (the first layer, 1pr).
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naively assume it’d be in the experimenter’s best interest to gain match each

PMT through adjustments made to their applied high voltages. But since elec-

trons with greater energies are bent less by the spectrometer magnets, they

populate the bottom blocks, rendering those PMTs in need of a lower gain (or

applied HV) than their middle-to-top block counterparts. So what we really

want is a roughly equal signal output from the PMTs, rather than equal gains,

in order to ensure as uniform a trigger efficiency as possible across the entire

calorimeter. Setting the gain so that the signal output is constant in the vertical

direction therefore results in a block-to-block gain variation proportional to the

momentum acceptance of the spectrometers.i

The calorimeter calibration corrects for this gain variation among blocks

from each layer on a PMT basis, its algorithm minimizing the variance between

the total energy deposited in all channels relative to the measured momentum

(obtained from the tracking in the spectrometer’s magnetic field) of the inci-

dent electron at the face of the calorimeter. Hits on adjacent blocks are grouped

into clusters, which are matched with tracks from the upstream detectors if

the distance between the track and cluster in the vertical direction is less than

a predefined parameter, on the order of several centimeters. The calorimeter

energy corresponding to a certain track E is divided by its momentum p, form-

ing the quantity E/p defined as etracknormii in hcana. This is the dominant

calorimeter quantityiii used for particle identification. In the case of electrons,

due to their negligible mass compared to the central momentum settings of

the spectrometers, their energy and momentum are roughly equal, resulting

in E/p ∼ 1. If the calorimeter is properly calibrated, then its etracknorm

iThe SHMS shower PMTs were gain-matched in Dec. 2019, during the commissioning of
this experiment, distinct from prior experiments. This was due to the ADC pulse integrals of
neighboring blocks being significantly different, making the calibration algorithm struggle to
correct for the gain variation that is expected to vary vertically, rather than horizontally. See
elog entry: https://logbooks.jlab.org/entry/3751550

iiThis quantity is corrected for the Y coordinate of the track at the calorimeter.
iiiAdditional calorimeter variables useful for PID is the preshower normalized energy,

eprtracknorm, which can boost pion suppression, but with a trade-off in electron efficiency.

132



spectra should show a well-defined peak at 1 after applying the appropriate

cherenkov cut to select electrons. See Figure 5.12a below for the calibrated E/p

distribution, done on SHMS DIS set of runs 10334-10347 chainedi together. This

calibration used a very strict cut of 10 on the number of photoelectrons (npe’s)

produced in the Noble Gas Cherenkov (NGC) to select electrons.ii

(a) Calibrated E/p Spectra
(b) Calibrated E/p at the Calorimeter
Plane

Figure 5.12: SHMS Calorimeter Calibration: Input parameters were the calibra-
tion constants obtained after calibrating the SHMS set of defocused runs, and
merging them with the gain constants obtained after running a separate calibra-
tion on the DIS set of runs. The merging of the two sets of calibration constants
allowed for optimum array coverage.

Ideally, every single PMT within the calorimeter should be calibrated, so as

to ensure maximum electron detection efficiency. And to do a proper calibra-

tion, each PMT must see enough hits, at a minimum dictated by a user-defined

threshold (5 was typically used for E12-06-110). This was relatively easy to ac-

complish for the HMS, which has just 14 PMTs on each side of the first two lay-

ers, and 14 on one side of the second two layers. But the SHMS shower contains

a 14 × 16 array of 224 PMTs, and it’s proven difficult to achieve enough hits on

the outer blocks in order to perform a successful calibration. A set of runs were

taken on the SHMS, where the Q2 magnet was defocused so as to maximize the
iSometimes it’s beneficial to condense a ROOT file of a single run into a greater ROOT file

combining multiple runs, for the purpose of maximizing statistics for a calibration like this one.
Of course, it’s important to only do so for runs close together in time, completed under similar
conditions.

iiThe median number of npe’s produced in the NGC was 14, with the electron efficiency
already reaching 99% with a cut of 2.
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number of hit modules, illuminating as many PMTs as possible.i. The resulting

calibration (gain) constants following its calibration was compared to those ob-

tained running a separate calibration on the DIS set of SHMS runs, again using

those same gain constants as input parameters.

The Defocused calibration produced gain constants for a good number of

blocks - 187/224 (∼ 83%). The average value was 30, with a few outliers at the

edge of the array, and a few among neighboring PMTs. While the outliers at the

edge are expected, since those blocks inevitably see less radiation due to the

focusing of the magnets, and so require a greater gain constant to compensate

for the fewer number of hits, blocks adjacent to one another should be very

similar in gain (see the left side of Figure 5.14). Meanwhile, the calibration on

the DIS set covered five more blocks than the Defocused set, but again with a

few outliers at the edges and interior.

An attempt to rectify these differences in order to ultimately maximize the

electron detection efficiency was done by comparing the two sets block by

block, and assigning each PMT the gain constant closest to 30. If a block from

one set was uncalibrated, then the calibrated block’s gain constant from the

other set was used. This brought the two sets of gain constants towards closer

agreement (see the right side of Figure 5.14. Together, a "merged" list of calibra-

tion constants covering ∼ 86% of the SHMS shower array was created and used

for data replay. Most importantly, all PMTs that are within this experiment’s ac-

ceptance were calibrated.

Following calibration, it’s useful to gauge the calorimeter’s energy resolu-

tion, especially if operating over a range of momentum settings. After applying

a gaussian fit to the E/p spectra, the resolution can be obtained from the ratio

of the standard deviation and the mean, σ/µ. This was done for the two DIS

settings at 5-pass and the single elastic setting at 1-pass for both spectrometers

iThe set of runs are 9643, 9644, 9645, 9646, 9648, 9649, 9650, 9652 and 9654. See JLab elog
entry: https://logbooks.jlab.org/entry/3752641
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Figure 5.13: Gain Constants produced after running the calibration on the
SHMS set of Defocused runs. A gaussian fit was applied to the histogrammed
values to obtain the average constant of 30.

Figure 5.14: SHMS Shower Gain Maps: The y-axes represent blocks contained
in each column of 16 PMTs and the x-axes each row of 14 PMTs within the
shower array.

for this experiment, as well as for experiment E12-06-121 completed right after,

and compared to previous JLab Hall C experiments (see Figure 5.15). The data

points were fit according to the general formula describing the total energy res-

olution of a calorimeter for a particle with incoming energy E:

σE

E
=

A√
E
⊕ B

E
⊕ C (5.8)

where A is the stochastic term due to fluctuations in the number of photo-

electrons generated within the PMTs, B is due to electronic noise within the
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DAQ readout, and C is a constant due to leakage or calibration issues attributed

to general detector imperfections [23].

The E12-06-110/121 data points are consistent with one another within the

HMS, and generally agree with the energy resolution of ∼ 6% exhibited by

earlier experiments, E01-006 (2002) and E89-008 (1996). The same is the case

for the SHMS, where data from the two commissioning experiments E12-10-

002/003 are included in the fit and give a similar resolution to the HMS.
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(a) HMS

(b) SHMS

Figure 5.15: Calorimeter Energy Resolution. The pink curves fit the 12 GeV-era
experiments only.
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5.3 Data Quality

In addition to the need for the detectors to be properly calibrated in order to

trust the replayed data, each individual run needs to be assessed to be deemed

reliable or not for higher-level analysis. "Bad" runs are initially filtered out

from further analysis if they are stopped early due to an experimental issue

(beamline, target, DAQ, etc.), or if a later issue was found, like improper cur-

rent settings on the spectrometer magnets, or improper beam positions, that

could negatively affect the data. The final hundreds of runs that make the "good

production run list" pass more stringent tests and ultimately prove to have re-

liable values and trends in live time, current, and total accumulated charge.

These quantities have been verified to remain consistent as a function of vary-

ing current cuts and when sorted into positive and negative helicity, which is

ultimately needed to form the asymmetries. Moreover, the asymmetry in the

beam charge and live time were evaluated and verified to remain low enough

so as not to serve as sources of false asymmetries. It’s imperative that the asym-

metries measured and thus used to construct An
1 are the result of electron spin-

dependent scattering, and not helicity-correlated changes in the incident beam

charge or live time [20]. The proceeding sections delineate how these variables

are treated.

5.3.1 Beam Trip Removal

Data for the DIS runs was to be optimally collected at a beam current of 30 uA,

and 5 uA for the elastic/delta runs. Ideally, the accelerator would be able to

deliver beam at this current continually throughout data-taking. But in prac-

tice, beam trips are common, so this fact, along with this experiment’s need to

ramp the beam at a rate of 1 uA/s until optimum current is reached, requires

a beam trip cut to be implemented. Typically, just a minimum current thresh-

old is imposed when filtering the data. But an additional timing condition on
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the current was imposed on the data in this analysis to minimize any negative

impacts that ramping the beam back up following a trip might have on its po-

larization.

The counts from physics events that form the asymmetries will ultimately

need to pass a variety of integral software cuts to be rendered "clean," includ-

ing proper spectrometer and PID cuts. But the first is passing this beam trip cut.

The beam current, as mentioned before, is monitored through five BCMs and

recorded via both standardi and helicity scaler counts, then stored within the

TSP(H) and TSHelP(H) trees within a run’s ROOT file, respectively. The he-

licity scalers allow for quantities like charge and live time to be helicity-sorted,

since they’re tagged with the incident electron’s helicity, which is flipped at

a rate of 120 Hz. These helicity scalers are thus read out at this fixed rate,

whereas the physics events stored in the spectrometer T tree are recorded at

this experiment’s specific rates, varying between 100 and 400 Hz for DIS scat-

tering. Since both the physics and scaler events need to pass this user-defined

beam trip cut, it is imperative that the scaler and physics counts are properly

synchronized, as they’re each read out at different rates. This was carefully

checked through studying the alignment of the physics event number for each

helicity scaler read accessed through the hcana variable evNumber, as a func-

tion of varying current cuts. The beam current as a function of scaler index, or

essentially time, is extracted from the ROOT TTree TSHelP(H) helicity-gated

variable P(H).BCM1_Hel.scalerCurrentii and is on which the threshold

condition is imposed. Similarly, the variable P(H).1MHz_Hel.scalerTime

was used for the timing condition. Together, these quantities were used to form

the condition that the beam be on for at least 20 uA for 10 seconds before and
iThe standard scalers are the norm for Hall C experiments not utilizing a polarized target,

in which keeping track of the electrons’ helicity isn’t required.
iiA corresponding leaf exists for each BCM (1, 2, 4A, 4B, and 4C). BCM1 was chosen for

the current cut due to its consistent gain and offset across BCM calibrations during E12-06-
110 running, and its stability in beam-charge asymmetry as a function of quartet number. See
Section 5.3.3 for more information.
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after a beam trip for DIS runs, and 4 uA for 10 seconds before and after a beam

trip for the elastic/delta runs. See Figure 5.16 below for a visual of the events

that pass and fail these two cuts.

(a) SHMS DIS Run 10002 (b) SHMS Delta Run 9817

Figure 5.16: Beam Current from BCM1 as a function of scaler index. The black
points indicates "good beam" events while the red indicates "bad beam" events.
The dashed blue line is placed at the current threshold value used for each set
of runs. Red points above this blue line have failed the 10 second before-and-
after timing condition.

After applying this beam trip cut to the data, the mean current was extracted

and plotted as a function of run number for all DIS runs. See Figure 5.17 below.

(a) HMS DIS Runs (b) SHMS DIS Runs

Figure 5.17: Mean beam currents for all DIS runs. The black points indicate
the current for the high-momentum perpendicular runs, the red for the high-
momentum parallel runs, the blue for the low-momentum perpendicular runs,
and the pink for the low-momentum parallel runs. "Parallel" and "Perpendic-
ular" indicate the orientation of the 3He target spins relative to the spin of the
incident electron beam.
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5.3.2 Live Time Calculation

Ideally, all accepted triggers (physics events of interest) would be be processed,

resulting in a total live time of 100%. But due to the limitations of the electronics

modules’ efficiency in signal processing - especially at high rates - and the in-

capability of the DAQ to record every event that generated a trigger, a decrease

in the overall live time - albeit slight, in the case of E12-06-110’s sub-kHz rates -

is inevitable and must be applied to the count extraction. These two quantities

are referred to as the "electronic" (CLT) and "computer" (CLT) live time, respec-

tively, which are combined to form the "total" live time:

TLT = CLT × ELT (5.9)

The total live time is measured with Hall C’s "Electronics Dead Time Moni-

toring" (EDTM) system.i The EDTM system injects a pulse at a fixed frequency

(for this experiment, it was set at 120 Hz for DIS runs, and 20 Hz for the elas-

tic/delta runs) into the SHMS/HMS trigger logic along with the physics pre-

triggers [162]. If the EDTM pulses are accepted by the trigger supervisor, the

DAQ is then blocked for that segment of time for the incoming pre-triggers.

In this way, the EDTM measures both the electronic and computer live time,

therefore constituting the total live time. A copy of the EDTM signals are sent

both to the TDCs and scalers for use in the live time calculations. The total live

time is calculated as:

TLT =
TEDTM × ps

SEDTM
=

T.shms.p(h)EDTM_tdcTime ̸= 0 × ps
P(H).EDTM.scaler

(5.10)

where TEDTM is the number of accepted EDTM triggers, or counts, read out

by the TDCs, ps is the trigger-dependent "pre-scale factor", which was always

iThe "dead time" (DT) is just the difference between the ideal 100% efficiency and the actual
live time, or 100% − DT. It is the time the DAQ is "dead" after each recorded trigger.
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one for the DIS runs, and SEDTM is the total number of scaler counts, accepted

or not. Their actual variable names as defined in hallc_replay are also shown in

equation 5.10, with "P" ("p") and "H" ("h") representing the SHMS and HMS, re-

spectively. Those EDTM_tdcTime == 0 events represent physics events rather

than EDTM events, and therefore should be excluded from the calculation.

Ultimately, though, the live time needs to be helicity-sorted in order to be

applied to the asymmetries. The EDTM system is only read out via the stan-

dard scalers, and not the helicity scalers. Fortunately, since the rates of this

experiment were low enough to render the electronic dead time negligible, the

computer live time alone can be used [163]. The CLT is calculated as:

CLT =
TTRIG × ps

STRIG
=

T.shms.p(h)TRIG1_tdcTimeRaw > 0 × ps
P(H).p(h)TRIG1_Hel.scaler

(5.11)

where TTRIG is the number of accepted triggers ("TRIG3" in the case of elas-

tic/delta runs) read out by the TDCs, ps is the trigger-dependent "pre-scale

factor", which again was always one for the DIS runsi, and STRIG is the total

number of scaler counts, accepted or not. To calculate the live time for posi-

tive counts, for example, the numerator would take a cut of T.helicity.hel

== 1 from the T tree in the analyzer, and the denominator would take a cut of

actualHelicity == 1 from the TSHelP(H) tree. For the negative counts,

the same is done with a "== -1" condition. The live times calculated using

Equation. 5.11 for each production run are shown below in Figure 5.18.

The helicity-dependent live time asymmetry was evaluated for the entire

data set, and was concluded to remain well below < 200 ppm for the vast ma-

jority of runs and therefore a negligible source of false asymmetry. The runs

iFor the elastic/delta runs taken with the EL-CLEAN trigger, where the rates were much
higher and so needed to be pre-scaled, the pre-scale factor is calculated from 2ps−1 + 1 where
ps is the actual value set within the DAQ. For example, if the user-defined value was ps = 3,
the pre-scale factor = 5.
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(a) HMS (b) SHMS

Figure 5.18: Helicity-sorted live times for all DIS runs, using a 20uA/10s/10s
current cut on BCM1. The back points indicate the live times for negative
counts, and the red for positive counts.

that exhibited a live time asymmetry > 200 ppm (typically induced by the cur-

rent cut) were excluded from the data set, as they generally comprised a low

number of counts once binned in x and therefore non-Gaussian behavior.

5.3.3 Beam Charge Asymmetry and Sorted Charge

The helicity-gated beam charge asymmetry from the injector was ensured to

remain negligible throughout data-taking, at a level of < 200 ppm. Similar to

the case of the helicity-sorted live times, the few runs that did exhibit a charge

asymmetry larger than this were also excluded from the data set. See below in

Figure 5.19.

Induced Charge Asymmetry Runs: Moller DAQ vs. Hall C DAQ

The beam charge asymmetry as calculated by the analyzer hcana and written to

the "REPORT" filesi for each run are done on a "per-quartet" basis, where the

asymmetry is calculated in the last cycle of each quartet, and averaged over

all quartets. (See Section 5.3.3 for details on the helicity-flipping sequence.)

This was done distinct from the "all cycles" method, which was used above to

iThese are files automatically generated for each replayed run with details regarding trigger
rates and pre-scale values, current cuts and readings, detector efficiencies and rates, etc. that
are cross-checked in the offline analysis.
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(a) HMS (b) SHMS

Figure 5.19: Charge asymmetries for all DIS runs, using a 20uA/10s/10s
current cut on BCM1. The black points indicate the current for the high-
momentum perpendicular runs, the red for the high-momentum parallel runs,
the blue for the low-momentum perpendicular runs, and the pink for the low-
momentum parallel runs. The dotted lines indicate the lower and upper per-
missible threshold of 200 ppm (or 0.02%). Those runs with values outside of
these bounds were excluded from the data set.

produce Figure 5.19, in order to accurately extract the uncertainty using the

sample variance of the average asymmetry [19]. Both methods are valid to

produce a similar central value.

For the "per-quartet" method, first the beam charge asymmetry ai is calcu-

lated for the last cycle of the ith quartet as:

ai =
n+

i − n−
i

n+
i + n−

i
(5.12)

where n±
i are the helicity-gated scaler counts. The total asymmetry A aver-

aged over all N quartets is then calculated as:

⟨A⟩ = 1
N

N

∑
i=1

ai (5.13)

Toward extracting the standard error, the average of the asymmetry squared

⟨A2⟩ and the square of the average asymmetry ⟨A⟩2 are defined as:

⟨A2⟩ = 1
N

N

∑
i=1

ai · ai (5.14)
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⟨A⟩2 =
1

N2

(
N

∑
i=1

ai · ai

)
·
(

N

∑
i=1

ai · ai

)
(5.15)

The sample variance (σ2
A) of the average asymmetry is then defined as the

population variance σ divided by the total number of quartets N, expressed as:

σ2
A =

σ2

N
=

1
N

[
⟨A2⟩ − ⟨A⟩2

]
(5.16)

Substituting Equations 5.14 and 5.15 into 5.16 yields:

σ2
A =

1
N

N · ∑(ai · ai)− (∑ ai)
2

N(N − 1)
(5.17)

If we define σ2 as:

σ2 =
N · ∑(ai · ai)− (∑ ai)

2

N(N − 1)
(5.18)

Then, upon substituting Equation 5.18 into 5.17, and taking the square root,

the final standard error on the average asymmetry is:

σA =
σ

N
(5.19)

On the other hand, the beam charge asymmetry is calculated using each

cycle through the difference of summed positive charges Q+ and summed neg-

ative charges Q−, divided by the total helicity-decodedi incident beam charge:

∑N+

i q+ − ∑N−
i q−

∑N+

i q+ + ∑N−
i q−

=
Q+ − Q−

Q+ + Q− (5.20)

where q± is the beam charge at the N±
i scaler event, with the index i begin-

ning at the first helicity-decoded event count.

To verify that both methods produced reliable values, these calculations

iAny scaler charge event with undecoded helicity, that is, for which the actualHelicity
== 0, is excluded from the calculation.
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were cross-checked by the values reported by the Moller DAQ for a set of

induced charge asymmetry runs taken on December 18, 2019i, shown below

in Tables 5.7, 5.8, and 5.9. The running-total beam charge asymmetry on a

per-quartet basis was plotted against beginning and ending quartet numbers,

shown below in figures 5.20, 5.21, and 5.22, for the SHMS runs. One can see

how the average asymmetry nicely evens out to the target value as more quar-

tets are added to the sequence (consistent with Equation 5.19, which indicates

improvement on the error as the number of quartets, or N, increases). Each

curve represents the asymmetry calculated from each of the five BCMs. The

black curve - BCM1 - exhibits the most stable beam charge asymmetry as a

function of quartet number, and so was used for the beam charge asymmetry

calculations implemented within the electron double-spin asymmetries.

Table 5.7: No Induced Charge Asymmetry (set 0: ∼ 0). Beam charge asymme-
tries are listed in units of parts-per-million, or ppm. Calculations were made
with a current cut of I > 5 uA on BCM4A.

Moller
1330

Moller
1331 BCM Per Quartet:

HMS 2548

All
Cycles:
HMS
2548

Per Quartet:
SHMS 9720

All
Cycles:
SHMS

9720
23 ± 8 5 ± 15 BCM1 12.96 ± 5.18 12.99 11.88 ± 5.22 11.91

BCM2 10.74 ± 5.29 10.79 10.13 ± 5.33 10.17
BCM4A 8.76 ± 5.36 8.75 8.81 ± 5.40 8.80
BCM4B -18.56 ± 14.13 -18.28 -18.33 ± 14.22 -18.08
BCM4C 0.77 ± 15.34 0.73 2.02 ± 15.47 2.01

iSee elog entry: https://logbooks.jlab.org/entry/3755962 for run details.
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Table 5.8: No Induced Charge Asymmetry (set 1: ∼ 380). Beam charge asym-
metries are listed in units of parts-per-million, or ppm. Calculations were made
with a current cut of I > 5 uA on BCM4A.

Moller
1332

Moller
1333 BCM Per Quartet:

HMS 2549

All
Cycles:
HMS
2549

Per Quartet:
SHMS 9721

All
Cycles:
SHMS

9721
377 ± 21 384 ± 10 BCM1 361.23 ± 5.66 361.19 362.57 ± 5.67 362.52

BCM2 355.95 ± 5.68 355.85 357.14 ± 5.72 357.04
BCM4A 360.98 ± 5.87 360.98 360.35 ± 5.87 360.34
BCM4B 363.89 ± 15.38 363.88 361.87 ± 15.43 361.85
BCM4C 388.89 ± 16.93 388.87 383.13 ± 16.95 383.06

Table 5.9: No Induced Charge Asymmetry (set 1: ∼ 655). Beam charge asym-
metries are listed in units of parts-per-million, or ppm. Calculations were made
with a current cut of I > 5 uA on BCM4A.

Moller
1334

Moller
1335 BCM Per Quartet:

HMS 2550

All
Cycles:
HMS
2550

Per Quartet:
SHMS 9722

All
Cycles:
SHMS

9722
650 ± 150 644 ± 14 BCM1 659.42 ± 7.58 659.70 658.68 ± 7.53 658.95

BCM2 662.38 ± 7.70 662.22 662.73 ± 7.65 662.52
BCM4A 642.29 ± 8.06 642.22 642.23 ± 8.04 642.15
BCM4B 684.53 ± 20.72 685.41 687.65 ± 20.60 688.56
BCM4C 681.29 ± 22.48 679.87 681.83 ± 22.32 680.43
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(a) Beginning Quartet Cycles

(b) Ending Quartet Cycles

Figure 5.20: SHMS Run 9720: 0 ppm Induced Charge Asymmetry
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(a) Beginning Quartet Cycles

(b) Ending Quartet Cycles

Figure 5.21: SHMS Run 9721: 380 ppm Induced Charge Asymmetry
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(a) Beginning Quartet Cycles

(b) Ending Quartet Cycles

Figure 5.22: SHMS Run 9722: 655 ppm Induced Charge Asymmetry
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5.4 Spectrometer Acceptance Cuts

To further ensure the events used to extract the asymmetries are reliable, soft-

ware cuts are made to constrain those events to be within regions where 1.

the spectrometer optics matrix are well-understood and 2. the events are com-

ing from interactions resulting from collisions with the 3He gas, and not the

glass from the target cell walls. The former is accomplished through cuts made

on the momentum acceptance, or δp/p, referred to as "delta," and the latter

through cuts made on the reaction vertex variable z, where the beamline is par-

allel to the glass target cell containing the polarized 3He gas. However, the

incident electrons can also scatter relative to the beamline along z interpreted

as angular distributions, determined by the tangents tan(ϕ) = dy/dz and

tan(θ) = dx/dz where dy/dz is the horizontal component and dx/dz is the ver-

tical. The spectrometer aperture angles are small enough so that these quanti-

ties can be estimated through the small-angle approximation, where dy/dz ∼ ϕ

and dx/dz ∼ θ, also referred to as YPtar and XPtar, respectively. The cut

values for each quantity on the HMS and SHMS are shown below in Table 5.10,

and the corresponding plots in Figures 5.23 and 5.24. The black dotted lines

indicate the cut positions.

Table 5.10: Spectrometer acceptance cuts. The delta cut is given in percentage,
angles ϕ and θ in radians, and Z in centimeters.

Variable Cut on HCANA Leaf
Delta |H.gtr.dp| < 8

YPtar |H.gtr.ph| < 0.06
XPtar |H.gtr.th| < 0.10

Z |H.react.z| < 15

(a) HMS

Variable Cut on HCANA Leaf
Delta -10 < P.gtr.dp < 22

YPtar |P.gtr.ph| < 0.07
XPtar |P.gtr.th| < 0.05

Z |P.react.z| < 15

(b) SHMS

151



Figure 5.23: HMS Acceptance Plots: Run 2726

Figure 5.24: SHMS Acceptance Plots: Run 10127
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5.4.1 Studies of Z, XPtar, and YPtar Cut Effects on the Scatter-

ing Angle

Both spectrometers detected the scattered electrons for DIS asymmetries at 30

± ∼ 2.5 degrees. Since this acceptance is a bit wider than preceding experi-

mentsi, care was taken to study the effect different cuts on target variables Z,

XPtar, and YPtar had on each other, and on the scattering angle.

Z Target Cuts

The 3He target cell was 40 cm long, with Z = 0 cm indicating the midpoint,

and -20 cm being the entrance window upstream of the target, and +20 cm the

exit window downstream. A cut of |Z| < 15 cm ensures scattered electrons

resulting from collisions with these windows are excluded in the analysis. This

symmetric cut reveals events being favored for positive YP values (beam-left)

in the HMS (see 5.25) and negative values (beam-right) in the SHMS (see 5.26).

As expected, negative asymmetric Z cuts favor scattered events at lower angles

upstream of the target, and larger angles downstream of the target. The sym-

metry of the vertical XP target variable is unaffected by any cuts in Z.

XP and YP Target Cuts

The symmetry of reconstructed scattered events along Z and dy/dz (horizon-

tal) are unaffected by any cuts in dx/dz (vertical), meaning it doesn’t influ-

ence smaller or larger scattering angles (see Figures 5.27 and 5.28). In contrast,

events favoring negative dy/dz values (beam right) in the HMS are correlated

with larger scattering angles, and therefore events downstream of the target

(see Figure 5.29), while events favoring negative dy/dz values in the SHMS are

correlated with smaller scattering angles, hence events upstream of the target

iExperiment E06-014, ran in Hall A at Jefferson Lab in 2009, for example, ran with an accep-
tance of 45 ± ∼ 1.5 degrees on the BigBite spectrometer.
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Figure 5.25: HMS: A study of the effect of asymmetric Z cuts on XPtar (bottom
right), YPtar (bottom left), and electron scattering angle (top right). The black
dashed line indicates the cut position of the Z target variable applied in the
asymmetry analysis.

Figure 5.26: SHMS: A study of the effect of asymmetric Z cuts on XPtar (bottom
right), YPtar (bottom left), and electron scattering angle (top right). The black
dashed line indicates the cut position of the Z target variable applied in the
asymmetry analysis.
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(see Figure 5.30).

Figure 5.27: HMS: A study of the effect of asymmetric XP (bottom right) cuts
on Z (top left), YPtar (bottom left), and electron scattering angle (top right). The
black dashed line indicates the cut position of the XPtar target variable applied
in the asymmetry analysis.
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Figure 5.28: SHMS: A study of the effect of asymmetric XP (bottom right) cuts
on Z (top left), YPtar (bottom left), and electron scattering angle (top right). The
black dashed line indicates the cut position of the XPtar target variable applied
in the asymmetry analysis.

Figure 5.29: HMS: A study of the effect of asymmetric YP (bottom left) cuts on
Z (top left), XPtar (bottom right), and electron scattering angle (top right). The
black dashed line indicates the cut position of the YPtar target variable applied
in the asymmetry analysis.
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Figure 5.30: SHMS: A study of the effect of asymmetric YP (bottom left) cuts on
Z (top left), XPtar (bottom right), and electron scattering angle (top right). The
black dashed line indicates the cut position of the YPtar target variable applied
in the asymmetry analysis.
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5.5 Particle Identification Studies

Experiment E12-06-110 ultimately measured the number of electrons scattered

off of gaseous 3He nuclei. Within the DIS region, charged pions are copiously

produced from electrons scattering off of the constituent nucleons (n(p) →

p(n) + π−(+)). Since both spectrometers remained set to a negative polarity,

only negatively-charged particles could be detected, π− production then being

the only background process in this case.i It is essential to ensure as much as

possible that the helicity-dependent asymmetries formed are a result of elec-

trons scattered from the target nucleus only. In addition to the acceptance cuts

applied to exclude bad events, like a Z target cut to filter out electrons scattered

off of the entrance and exit glass windows, for example, PID cuts are used to

isolate electrons from pions.

The gas Cherenkovs and calorimeters are the two detectors within both

spectrometers used for particle identification, or to distinguish particles of dif-

ferent types from one another. This experiment measured electrons, with pions

being the dominant background, and so these two particles specifically will be

the topic of discussion. Each detector alone has the capability to distinguish an

electron from a pion, but it is the capability of the two combined that is used to

determine this setup’s total pion suppression power, as will be presented at the

conclusion of this section. The gas Cherenkovs and calorimeters each have a

corresponding electron detection efficiency (ϵ) and pion rejection factor (PRF),

determined by using the detector not under investigation to select the electron

sample (what will be referred to moving forward as the "sampling" detector),

and the detector under investigation to apply the PID cuts (referred to in this

iIt is worth mentioning that an additional background process exists, where electrons within
e+e− pairs from π0 production within the target (π0 → γe+e−) are generated. This is referred
to as positron contamination, since the number of electrons produced in this case would equal
the number of positrons produced. Experimentally, this could have been measured by switch-
ing the spectrometer polarity to detect positrons, but this wasn’t done due to time limitations.
Nevertheless, the possible positron contamination is estimated to be small - less than 1% across
all x-bins, based off of the positron background study done in E99-117 [5].
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study as the "PID" detector).i

Electron Detection Efficiency The electron detection efficiency quantifies a

detector’s ability to distinguish electrons from pions, defined as the ratio of the

number of electrons detected Nd by the PID detector to the number of electrons

contained within a clean electron sample Ns determined using the sampling

detector:

ϵ =
Nd
Ns

(5.21)

The corresponding statistical error was calculated according to Bayesian Statis-

tics [164]:

∆σϵ =

√
(Nd − 1)(Nd + 2)
(Ns + 2)(Ns + 3)

− (Nd + 1)2

(Ns + 2)2 (5.22)

Pion Rejection Factor In addition to wanting to know how good a detector

is at detecting electrons, we want to know how well it can reject pions. This

value is defined as the ratio of the number of pions contained within a initial

pion sample Ns determined using the sampling detector to the number of those

mis-identified as electrons by the PID detector within that same pion sample:

PRF =
Ns

Nd
(5.23)

The corresponding statistical error was calculated according to Binomial Statis-

tics:

∆PRF = PRF ·

√
1 − ( 1

PRF )

Nd
(5.24)

The same YP and XP target acceptance cuts as those shown in Tables 5.10a

and 5.10b were used to perform the PID studies, but an altered Z target cut. The

entrance and exit windows of the glass 3He cell were included to enhance the

iIt is important to again emphasize that both the gas Cherenkovs and calorimeters have
PID capabilities, and that referring to only one as such is for the purpose of quantifying its
capability, with the assistance of the other.
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number of electrons accessible within the samples, so that the statistical preci-

sion may be maximized. Therefore, the Z target cuts were widened from -15

to 15 cm to -22 to 22 cm. The studies were performed for both of the DIS low

and high-momentum settings (2.6 GeV and 3.4 GeV for the SHMS, and 2.9 GeV

and 3.5 GeV for the HMS). The results were consistent with each other, with the

same PID cuts ultimately used for both to form the asymmetries, and so repre-

sentative plots from the low-momentum settings only will be presented. SHMS

runs 10334-10347 and HMS runs 3181-3205 were chained together to perform

the low-momentum PID study for each, respectively.

5.5.1 SHMS Calorimeter Efficiencies and PRFs

To study how well the SHMS calorimeter can detect electrons, the Noble Gas

Cherenkov (NGC) was first used as the sampling detector to select the electron

sample Ns by applying a strict cut on its number of photo-electron (npe) distri-

bution, shown on the left of Figure 5.31, chosen to be P.ngcer.npeSum > 8.

The NGC was comprised of N2 gas at 1 atm and 20 ◦C, resulting in a pion

threshold energy of ∼ 5.9 GeV. Since the highest SHMS central momentum

setting used during data-taking was smaller than this (being 3.4 GeV), theo-

retically no pions should produce any photo-electrons within the Cherenkov.

Therefore, the pion sample was chosen as the particles that pass a cut of

P.ngcer.npeSum < 0.1.

The energy of the best track deposited within the pre-shower of the

calorimeter, normalized by its momentum (P.cal.eprtracknorm), is plot-

ted against the total energy (pre-shower + shower) of the best track

deposited within the calorimeter, again normalized by its momentum

(P.cal.etracknorm), for this selected electron sample Ns on the top right

of Figure 5.31, and for the pion sample in the bottom right. Those electrons

within Ns that pass the cut of P.cal.etracknorm > 0.80 (the PID cut in
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this case) constitute the number detected by the calorimeter Nd. Electrons de-

posit mostly all of their energy within it. Interestingly, there exists a cluster of

events that pass the electron sample cut with a total calorimeter E/P value close

to 0, as indicated in the region circled in red in the top right plot of Figure 5.31.

Since these particles cannot be truei electrons, it’s likely they are secondary,

low-energy electrons produced from pions scattering off of the windows of the

NGC and dying in the pre-shower. Therefore, these particles are excluded from

the electron sample Ns but included within the pion sample used to calculate

the PRFs. It is also possible that these are events that didn’t find a cluster in the

shower that matches a track [158]. Generally, the track must be close enough to

the mean location of the cluster to count as a match (typically ∼ 7.5 cm). The

normalized energy deposition E/P of the electron and pion sample within the

pre-shower and shower is shown below in Figure 5.32a.

The electron efficiency was calculated as a function of varying shower E/P

cuts, defined as P.cal.etracknorm - P.cal.eprtracknorm. From Fig-

ure 5.32, one can see that the efficiency remains stable between 99.4% and 99.6%

for all shower E/P > 0 cuts. Therefore, a shower E/P > 0 cut was chosen in addi-

tion to the npe sum > 8 cut for the electron sample Ns condition. Those electrons

that then pass the PID cut using P.cal.etracknorm > 0.80 constitute the

electrons detected by the calorimeter, Nd. The electron detection efficiency is

then calculated according to Equation 5.21.

On the other hand, with the pion sample Ns determined by the NGC, being

those particles that pass a cut of P.ngcer.npeSum < 0.1, and those pions Nd

that survive the SHMS calorimeter cut using P.cal.etracknorm > 0.80,

the pion rejection factor is calculated according to Equation 5.23.

These two quantities are plotted as a function of varying

P.cal.etracknorm cut position, shown below in Figure 5.33. A bal-

ance between ϵ and the PRF must be struck, since tightening the PID cut on

i"True" meaning they originated from the interaction vertex at the target.
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P.cal.etracknorm results in a drop in electron efficiency, but boost in the

pion suppression. A cut of P.cal.etracknorm > 0.80 results in a high

efficiency of ϵ > 99%, and low PRF of ∼ 25.

Figure 5.31: Left: SHMS Noble Gas Cherenkov number of photo-electron (npe)
distribution, summed over all 4 PMTs. The dotted green line indicates the cut
position at 8 npe’s chosen to select electrons. Top Right: Pre-shower E/P vs
total E/P distribution of electrons chosen with a cut of npe sum > 8. Bottom
Right: E/P vs total E/P distribution of pions chosen with a cut of npe sum <
0.1. The solid black line at total E/P == 0.80 indicates the calorimeter E/P cut
position ultimately used in the analysis to identify clean electrons.

A way to boost the PRF, with minimal loss in e− efficiency, is to place an

additional PID cut using the pre-shower on the e− and π− samples (as deter-

mined by the NGC). With the SHMS pre-shower being one 10 cm - thick layer

of TF-1 lead-glass with a density of 3.86 g/cm3 the average energy pions de-

posit within the pre-shower is ∼ 57.9 MeV. A study of the electron efficiency

and PRFs as a function of a pre-shower cut as loose as P.cal.eprtracknorm

> 0 and strict as P.cal.eprtracknorm > 0.10 was performed and plotted

below in Figure 5.34. This pre-shower cut was in addition to the standard PID

cut of P.cal.etracknorm > 0.80 imposed on both the e− and π− samples

Ns to then calculate Nd.
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(a) SHMS Pre-shower E/P vs. Shower E/P

(b) SHMS Calorimeter Electron Detection Efficiency as a function
of shower E/P cut

Figure 5.32: Left: 2D plots of the pre-shower and shower normalized energy
deposition for electrons (top) and pions (bottom). The region circled in red
indicates the cluster of low-energy events that pass as electrons from the NGC
npe sum cut > 8. Right: The electron detection efficiencies as a function of
shower E/P cuts varying between 0 and 0.25, with the point at a shower E/P <
0 representing no applied shower cut.
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Figure 5.33: Electron Detection Efficiency (black points) and Pion Rejection Fac-
tor (red points) of the SHMS calorimeter plotted against varying total calorime-
ter energy E/P cuts. A cut of P.cal.etracknorm > 0.80 yields a high effi-
ciency ϵ = 99.44% and modest PRF = 25.17, circled in blue.

Figure 5.34: Electron Detection Efficiency (black points) and Pion Rejection
Factor (red points) of the SHMS calorimeter plotted against varying pre-
shower energy E/P cuts. For a pre-shower normalized energy deposit cut of
P.cal.eprtracknorm > 0.05, ϵ drops only from 99.44% to 99.22%, but
jumps in PRF value from ∼ 25 to 88.
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5.5.2 SHMS NGC Efficiencies and PRFs

Now, to evaluate how well the Noble Gas Cherenkov can serve as a PID detec-

tor, the calorimeter will be used to select the electron and pion samples Ns this

time, and the NGC to apply the PID cut to ultimately estimate Nd, the number

of electrons and pions that survive it. Electrons and pions each deposit distinct

amounts of energy within the calorimeter, which can be seen on in Figure 5.35.

On the left-hand side, it’s evident that electrons tend to deposit most of their

energy while pions tend to deposit a fraction. The differences in the energy

deposition within the pre-shower specifically can be exploited to further dis-

tinguish one from the other, as seen on the right-hand side. As a result, a 2D

cut on the SHMS calorimeter combining the pre-shower and total (pre-shower

+ shower) energy deposition was employed to select electrons and pions.i

The particles that comprised the electron sample (Ns in Eq. 5.21) were

those that passed the cuts of 0.90 < P.cal.etracknorm < 1.15 &&

0.20 < P.cal.eprtracknorm < 0.60, while those that formed the

pion sample (serving as Ns in Eq. 5.23) were those that passed the 0.20

< P.cal.etracknorm < 0.45 && 0.02 < P.cal.eprtracknorm <

0.05 cuts. It was important for the calorimeter cuts identifying electrons be

strict, as widening the total E/P bounds from 0.90 and 1.15 to 0.80 and 1.20

resulted in a ∼ 3% drop in efficiency at a PID cut on the NGC npe sum > 2.

The npe distribution within the NGC after applying these calorimeter cuts

is shown below in Figure 5.36, with the middle plot being the distribution after

applying the electron sample cuts, and the right being after the pion sample

cuts. The corresponding efficiencies and pion rejection factors as a function

of varying P.ngcer.npeSum PID cuts is shown below in Figure 5.37. In this

case, the number of electrons and pions that pass this PID cut serve as Nd in

iThe energy deposited within the shower specifically was also used to select the samples,
and were consistent with the efficiencies and pion rejection factors found from using the total
energy to form the cuts.
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equations 5.21 and 5.23, respectively.

Figure 5.35: Left: 1D Plot of the normalized total energy (shower + pre-shower)
deposition within the SHMS calorimeter. The red lines indicate total energy
bounds to select pions, and the green to select electrons. Right: 2D plot of the
energy deposited within the pre-shower versus the energy within the entire
calorimeter (shower + pre-shower). The red lines indicate the pre-shower and
total energy bounds to select pions, and the green to select electrons.

Figure 5.36: Left: The distribution of the number of photo-electrons summed
over all 4 PMTs of the NGC, before any calorimeter sample cuts. Middle:
The npe distribution after applying the 2D calorimeter cuts to select electrons.
Right: The npe distribution after applying the 2D calorimeter cuts to select pi-
ons. The solid black lines indicate a cut position of P.ngcer.npeSum > 2.
Comparing the middle and right plots, one can see that, for all npe sum values
greater than 2, the number of electrons are at least 10x greater than the number
of pions.
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Figure 5.37: Electron Detection Efficiency (black points) and Pion Rejection Fac-
tor (red points) of the SHMS NGC as a function of varying PID cuts on the npe
sum distribution. Circled in blue is the efficiency and PRF corresponding to
a cut of P.ngcer.npeSum > 2, the value ultimately used in this analysis to
select good electrons.

SHMS PID Summary When deciding upon final PID cuts to use within

the analysis, the cuts on the calorimeter and Cherenkov together are chosen

to be those that produce a high efficiency to maximize statistics, and high

pion rejection factor to minimize as much pion contamination as possible. A

calorimeter cut of P.cal.etracknorm > 0.80 and NGC npe sum cut of

P.ngcer.npeSum > 2 were ultimately used to identify clean scattered elec-

trons measured by the SHMS. As shown in Figure 5.34, imposing a pre-shower

cut boosted the PRF with a minimal loss in electron efficiency. Indeed, imple-

menting such a cut of P.cal.eprtracknorm > 0.05, for example, in ad-

dition to the aforementioned cuts produced asymmetries consistent to those

formed without it, with a similar error bar. A summary of the PID studies per-

formed on the SHMS for the 2.6 GeV and 3.4 GeV DIS settings is shown below

in Table 5.11.
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Table 5.11: SHMS PID Summary for each central momentum setting Pc. The
final (combined) pion rejection factors, after multiplying the PRF resulting from
the NGC study (center) and the calorimeter study (right), surpass the goal of
103.

Pc
Cher. Cut
Position

Cher.
Eff. PRF Cal. Cut

Position
Cal.
Eff. PRF Comb.

PRF

2.6 GeV # npe’s > 2 98.43%
± 0.03%

2591
± 137 E/P > 0.8 99.44%

± 0.02%
25.17
± 0.08

65231
± 3448

3.4 GeV # npe’s > 2 99.43%
± 0.03%

2907
± 620 E/P > 0.8 99.32%

± 0.03%
38.85
± 0.35

112947
± 24098
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5.5.3 HMS Calorimeter Efficiencies and PRFs

The same methodology used to calculate the efficiency and pion rejection fac-

tors for the SHMS calorimeter was used for the HMS calorimeter. To study how

well it can detect electrons, the Heavy Gas Cherenkov (HGC) was first used as

the sampling detector to select the electron sample Ns by applying a strict cut

on its number of photo-electron (npe) distribution, shown on the left of Figure

5.38, chosen to be H.cer.npeSum > 5. The HGC was comprised of N4F8O

gas at 0.225 atm and 20 ◦C, resulting in a pion threshold energy of ∼ 5.5 GeV.

Since the highest HMS central momentum setting used during data-taking was

smaller than this (being 3.5 GeV), theoretically no pions should produce any

photo-electrons within the Cherenkov. Therefore, the pion sample was chosen

as the particles that pass a cut of H.cer.npeSum < 0.1.

The energy of the best track deposited within the pre-shower of the

calorimeter, normalized by its momentum, (H.cal.eprtracknorm), is plot-

ted against the total normalized energy (pre-shower + shower) of the best

track deposited within the calorimeter, (H.cal.etracknorm), for this se-

lected electron sample Ns on the top right of Figure 5.38, and for the pion

sample in the bottom right. Those electrons within Ns that pass the cut of

H.cal.etracknorm > 0.80 (the PID cut in this case) constitute the num-

ber detected by the calorimeter Nd. Electrons tend to deposit mostly all of their

energy within it. But, similar to the case for the SHMS calorimeter, there ex-

ists a cluster of events that pass the electron sample cut with a total calorimeter

E/P value close to 0, as indicated in the region circled in red in the top right

plot of Figure 5.38. It’s again likely they are secondary, low-energy electrons

produced from pions scattering off of the windows of the NGC and dying in

the pre-shower. Therefore, these particles are excluded from the electron sam-

ple Ns but included within the pion sample used to calculate the PRFs. The

normalized energy deposition E/P of the electron and pion sample within the
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pre-shower and shower is shown below in Figure 5.39a.

The electron efficiency was calculated as a function of varying shower E/P

cuts, defined as H.cal.etracknorm - H.cal.eprtracknorm. From Fig-

ure 5.39, one can see that the efficiency shows a slight upward trend between

∼ 98.5% and ∼ 99.5% for all shower E/P > 0 cuts, contrary to the plateau of

the same cut seen on the SHMS at ∼ 99.4%. Therefore, a shower E/P > 0 cut

was chosen in addition to the npe sum > 5 cut for the electron sample Ns con-

dition. Those electrons that then pass the PID cut using H.cal.etracknorm

> 0.80 constitute the electrons detected by the calorimeter, Nd. The electron

detection efficiency is then calculated according to Equation 5.21.

On the other hand, with the pion sample Ns determined by the HGC, being

those particles that pass a cut of H.cer.npeSum < 0.1, and those pions Nd

that survive the HMS calorimeter cut using H.cal.etracknorm > 0.80, the

pion rejection factor is calculated according to Equation 5.23.

These two quantities are plotted as a function of varying

H.cal.etracknorm cut position, shown below in Figure 5.40. A bal-

ance between ϵ and the PRF must be struck, since tightening the PID cut

on H.cal.etracknorm results in a drop in electron efficiency, but boost in

the pion suppression. A cut of H.cal.etracknorm > 0.80 results in a

reasonably-high efficiency of ϵ ∼ 98.5%, and moderate PRF of ∼ 80.

Similar to the PID study done on the SHMS calorimeter, an additional PID

cut using the pre-shower (the first layer of the HMS) was placed on the elec-

tron and pion samples (as determined from the HGC) to boost the PRF without

compromising the electron efficiency too much. A study of the electron effi-

ciency and pion rejection factors as a function of a pre-shower cut as loose as

H.cal.eprtracknorm > 0 and strict as H.cal.eprtracknorm > 0.10

was performed and plotted below in Figure 5.41. Again, this pre-shower cut

was in addition to the standard PID cut of H.cal.etracknorm > 0.80 im-
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Figure 5.38: Left: HMS Heavy Gas Cherenkov number of photo-electron (npe)
distribution, summed over both PMTs. The dotted green line indicates the cut
position at 5 npe’s chosen to select electrons. Top Right: Pre-shower E/P vs
total E/P distribution of electrons chosen with a cut of npe sum > 5. Bottom
Right: E/P vs total E/P distribution of pions chosen with a cut of npe sum <
0.1. The solid black line at total E/P == 0.80 indicates the calorimeter E/P cut
position ultimately used in the analysis to identify clean electrons.

posed on both the electron and pion samples Ns to then calculate Nd.
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(a) HMS Pre-shower E/P vs. Shower E/P

(b) HMS Calorimeter Electron Detection Efficiency as a function
of shower E/P cut

Figure 5.39: Left: 2D plots of the pre-shower and shower normalized energy
deposition for electrons (top) and pions (bottom). The region circled in red
indicates the cluster of low-energy events that pass as electrons from the HGC
npe sum cut > 5. Right: The electron detection efficiencies as a function of
shower E/P cuts varying between 0 and 0.25, with the point at a shower E/P <
0 representing no applied shower cut.
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Figure 5.40: Electron Detection Efficiency (black points) and Pion Rejection Fac-
tor (red points) of the HMS calorimeter plotted against varying total calorimeter
energy E/P cuts. A cut of H.cal.etracknorm > 0.80 yields an efficiency
ϵ = 98.54% and moderately-high PRF = 80.16, both circled in blue.
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Figure 5.41: Electron Detection Efficiency (black points) and Pion Rejec-
tion Factor (red points) of the HMS calorimeter plotted against varying pre-
shower energy E/P cuts. For a pre-shower normalized energy deposit cut of
H.cal.eprtracknorm > 0.05, ϵ drops only from 98.54% to 98.25%, but is
boosted in PRF value from ∼ 80 to ∼ 121.
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5.5.4 HMS HGC Efficiencies and PRFs

Now, to evaluate how well the Heavy Gas Cherenkov can serve as a PID de-

tector, the calorimeter is used to select the electron and pion samples Ns this

time, and the HGC to apply the PID cut to ultimately estimate Nd, the number

of electrons and pions that survive it. A 2D cut on the HMS calorimeter com-

bining the pre-shower and total (pre-shower + shower) energy deposition was

employed to select electrons and pions, shown on the right-hand side of Figure

5.35.

The particles that comprised the electron sample (Ns in Eq. 5.21) were

those that passed the cuts of 0.90 < H.cal.etracknorm < 1.15 &&

0.10 < H.cal.eprtracknorm < 0.50, while those that formed the

pion sample (serving as Ns in Eq. 5.23) were those that passed the 0.02

< H.cal.etracknorm < 0.25 && 0.01 < H.cal.eprtracknorm <

0.03 cuts.

The npe distribution within the HGC after applying these calorimeter cuts

is shown below in Figure 5.43, with the middle plot being the distribution after

applying the electron sample cuts, and the right being after the pion sample

cuts. The corresponding efficiencies and pion rejection factors as a function

of varying H.ngcer.npeSum PID cuts is shown below in Figure 5.44. In this

case, the number of electrons and pions that pass this PID cut serve as Nd in

equations 5.21 and 5.23, respectively.

One may notice that the Cherenkov efficiency is on the lower end of ∼ 97%,

when a value of ∼ 99% is expected. This finding is consistent with that found

within a recent Hall C analysis of experiment E12-16-007, where a ∼ 3% drop

in efficiency was observed when simply requiring the Cherenkov to fire at all,

with a threshold set to H.cer.npeSum > 0 [157]. This observation could be

attributed to the 100 ns intrinsic dead time in the FADCsi that can block a good

i100 ns is the width of the pulse integration programmed for the FADCs. See Ref. [165] for
further details.
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physics trigger from being recorded, therefore possibly explaining the lower

electron efficiency also seen on the SHMS NGC (∼ 98% at P.ngcer.npeSum

> 2, shown in 5.37) [165]. For the HMS HGC specifically, however, a leak was

discovered, with the PMTs seeing high rates ∼ 300 kHz with the beam off [166].

Figure 5.42: Left: 1D Plot of the normalized total energy (shower + pre-shower)
deposition within the HMS calorimeter. The red lines indicate total energy
bounds to select pions, and the green to select electrons. Right: 2D plot of
the energy deposited within the pre-shower versus the energy within the entire
calorimeter (shower + pre-shower). The red lines indicate the pre-shower and
total energy bounds to select pions, and the green to select electrons.

HMS PID Summary A calorimeter cut of H.cal.etracknorm > 0.80 and

HGC npe sum cut of H.cer.npeSum > 1 were ultimately used to identify

clean scattered electrons measured by the HMS in the analysis. As can be seen

comparing Tables 5.11 and 5.12, the HMS calorimeter exhibited better PRF per-

formance than the SHMS, with values being least 2X greater at both momentum

settings. But the SHMS NGC produced PRF values several order of magni-

tudes greater than the HMS HGC. However, the final pion rejection factor after

combining the performance of both the Cherenkovs and calorimeters multi-

plicatively surpasses the experimental goal of 103. As shown in Figure 5.41,

imposing a pre-shower cut boosted the PRF with a minimal loss in electron effi-

ciency. Indeed, implementing such a cut of H.cal.eprtracknorm > 0.05,

for example, in addition to the aforementioned cuts produced asymmetries con-
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Figure 5.43: Left: The distribution of the number of photo-electrons summed
over both PMTs of the HGC, before any calorimeter sample cuts. Middle:
The npe distribution after applying the 2D calorimeter cuts to select electrons.
Right: The npe distribution after applying the 2D calorimeter cuts to select pi-
ons. The solid black lines indicate a cut position of H.cer.npeSum > 1.

sistent to those formed without it, with a similar error bar. A summary of the

PID studies performed on the HMS for the 2.9 GeV and 3.5 GeV DIS settings is

shown in Table 5.12.

Table 5.12: HMS PID Summary for each central momentum setting Pc. The final
(combined) pion rejection factors, after multiplying the PRF resulting from the
HGC study (center) and the calorimeter study (right), surpass the goal of 103.

Pc
Cher. Cut
Position

Cher.
Eff. PRF Cal. Cut

Position
Cal.
Eff. PRF Comb.

PRF

2.9 GeV # npe’s > 1 97.08%
± 0.04%

37.26
± 0.64 E/P > 0.8 98.54%

± 0.03%
80.16
± 0.66

2987
± 57

3.5 GeV # npe’s > 1 97.84%
± 0.04%

33.75
± 0.99 E/P > 0.8 98.87%

± 0.05%
76.36
± 1.34

2577
± 88
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Figure 5.44: Electron Detection Efficiency (black points) and Pion Rejection Fac-
tor (red points) of the HMS HGC as a function of varying PID cuts on the npe
sum distribution. Circled in blue is the efficiency and PRF corresponding to a
cut of H.cer.npeSum > 1, the value ultimately used in this analysis to select
good electrons.
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5.6 Summary of Total Analysis Cuts

Tables 5.14 and 5.16 below list the total cuts applied to the data to select a clean

scattered electron sample to form the asymmetries. Since pion production is

much less prominent in elastic and delta scattering (taken at 1-pass) than DIS

scattering (taken at 5-pass), a less strict Cherenkov cut was used to select elec-

trons, listed in Table 5.16. These cuts were used to form the counts. Only the

beam-trip cut was applied to the helicity-sorted charge and live-time used to to

correct the counts for biasing.

Table 5.13: Total analysis cuts used to extract asymmetries from the HMS. The
delta cut is given in percentage, angles ϕ and θ in radians, and Z in centimeters.

Variable Cut on HCANA Leaf
Delta |H.gtr.dp| < 8

dy/dz / ϕ / YPtar |H.gtr.ph| < 0.06
dx/dz / θ / XPtar |H.gtr.th| < 0.10

Z |H.react.z| < 15
n.p.e.’s H.cer.npeSum > 1
Cal E/P 0.80 < H.etracknorm < 2.0

Table 5.14: HMS: Total Analysis Cuts. All in addition to a 20 uA/10 s /10 s
beam trip cut.

Table 5.15: Total analysis cuts used to extract asymmetries from the SHMS. The
delta cut is given in percentage, angles ϕ and θ in radians, and Z in centimeters.

Variable Cut on HCANA Leaf
Delta -22 < |P.gtr.dp| < 10

dy/dz / ϕ / YPtar |P.gtr.ph| < 0.07
dx/dz / θ / XPtar |P.gtr.th| < 0.05

Z |P.react.z| < 15

n.p.e.’s P.ngcer.npeSum > 1 (1-pass)
P.ngcer.npeSum > 2 (5-pass)

Cal E/P 0.80 < P.etracknorm < 2.0

Table 5.16: SHMS: Total Analysis Cuts. All in addition to a 20 uA/10 s /10 s
beam trip cut.

179



5.7 PbPt Sign Determination

Since we’re measuring electron double-spin asymmetries, special care must be

taken to 1. determine the spin direction of the scattered electrons relative to the

3He target spin direction and 2. ensure that the helicity sign the DAQ assigns to

those scattered electrons is consistent with the true, physical sign of their spin

directioni.

5.7.1 Determining the Beam Helicity: True Helicity vs. DAQ-

Reported Helicity

The electron beam momentum is fixed along +z, pointing downstream of the

target, toward the beam dump (see Figure 5.45 below). The electrons are polar-

ized, i.e., their spins are made to be oriented along a certain direction, by shin-

ing circularly polarized laser-light onto a photo-cathode, at the injector before

delivery to the hall. To minimize systematic errors associated with the beam

polarization, the electron helicity (the projection of its spin along the direction

of its momentum) was flipped every 8.33 ms, dictating a helicity window, by

adjusting the HV setting of the Pockels Cell, which then acts as a quarter-wave

plate. Each window had a definite helicity state in which the electron spin was

either parallel (+) or anti-parallel (-) to the beam direction, reversed in patterns

of quartets (+ - - + or - + + -). A logic signal indicating the helicity of each win-

dow was sent to the Hall C DAQ from the Helicity Control Board, the same

logic generator used to control the HV polarity of the Pockels Cell.

Now, the trouble is that the HV polarity of the Pockels Cell is the only factor

embedded into this logic signal sent to the hall, encapsulated in hcana physics

and scaler variables T.Helicity.Hel and actualHelicity, respectively,

iThis is where e−−3He elastic scattering comes into play - the sign (and magnitude) of the
resultant asymmetries are calculable from theory, and so the process is used to determine the
physical spin directions.
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being +1 for an electron spin parallel to the beam direction, -1 for anti-parallel,

and 0 as undecodedi. But two additional factors external of this reported logic

signal alter the beam helicity that needed to be taken into account: the Insertible

Half Wave-Plate (IHWP) and Wien-Flipper.

The IHWP was placed upstream of the Pockels Cell, reversing the polariza-

tion of the lasers, for approximately half of the statistics to further minimize

any systematic error associated with the beam helicity. The state of the IHWP,

being "IN" or "OUT" of the laser pathway, was recorded and stored in EPICS

for each run.

The Wein-Flipper comprised a vertical Wein filter, which consists of crossed

electric and magnetic fields both perpendicular to the beam axis, and two

solenoid magnets to precess the electron beam polarization into one of two di-

rections.ii. This occurs just after the electron beam exits the gun, and so down-

stream of the Pockels Cell. A change in the Wein-Flip state occurred just once

during E12-06-110 running, on February 17, 2020.iii

A final additional factor that needs to be accounted for is a potential change

in the true beam helicity relative to the DAQ-reported helicity due to the tran-

sition from 1-pass to 5-pass. As the electrons are accelerated in the injector and

make their passes through the linac, their spin precesses in the magnetic fields.

And a change in this number of passes can alter the precession angle enough to

reverse the actual helicity compared to the reported helicity [6]. This proves to

be the case for this experiment, as verified by beam polarization measurements

made by the Moller Polarimeter at both 1-pass and 5-pass, which serves as a

cross-check to the elastic asymmetry measurements. See Figure 5.46 below for

a list of Moller measurements made throughout E12-06-110. One can see the

iThe first 30 quartets or "bits" of beam sent to the DAQ are always undecoded, as they’re
needed to fill the initial 30-bit Shift Register of the psuedo-random helicity generator. This
determines the helicity sign of the first window, and therefore all successive windows since the
pattern is fixed in quartets and the algorithm is known.

iiSee elog entry: https://logbooks.jlab.org/entry/3786542 for more details
iiiSee elog entry: https://logbooks.jlab.org/entry/3786055.
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change in sign of the beam polarization, which reveals the electron beam spin

direction h+, transitioning from 1-pass to 5-pass [119].

Figure 5.45: Definition of the two 3He spin directions (red) used during E12-06-
110, relative to the incident electron beam (green) and holding field orientations
(black). The direction of the holding field was set so that the 3He spins were al-
ways in the low-energy state to reduce the risk of masing, meaning they pointed
opposite to the holding field due to the neutron’s negative magnetic moment.

Figure 5.46: Beam polarization measurements made by the Moller Polarimeter.
Values have an uncertainty of ∼ ±2.5%. The change in sign of the beam polar-
ization going from 1-pass to 5-pass, with the same Wein Flip and IHWP state,
is highlighted in red.

Together, these three factors will necessitate a -1 correction factor to the sign

convention applied to the asymmetries, depending on the IHWP status, run

period, and pass level, as detailed in the proceeding sections.
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5.7.2 Longitudinal Asymmetries: (e−-3He) Elastic Scattering

The incident electron beam momentum remained fixed along the 0◦ axis, to-

ward the beam dump, with its spin direction flipped at a rate of 120 Hz. But the

3He spin direction remained fixed along 0◦ for the longitudinal configuration,

as shown in Figure 5.45. Elastic data was collected with the SHMS only. The

raw asymmetries were formed during 1-pass from the elastic scattering process

according toi:

A =
N+ − N−

N+ + N− (5.25)

with N+ taken to mean those scattered electrons with a beam helicity of +1,

along 0◦, within the analyzer hcana. By definition, the longitudinal asymmetries

are formed from differences in cross sections in terms of the orientation of beam

and target spins relative to one another:

A =
σ↓⇑ − σ↑⇑

σ↓⇑ + σ↑⇑ (5.26)

Comparing equations 5.25 and 5.26, one can see that N+ should describe

the number of scattered electrons whose spins are aligned anti-parallel to the

beam momentum, and anti-parallel to the 3He target spins. According to the

first row of the table shown in Figure 5.46, runs during this time period with

an IHWP state = "OUT" (for that given Wein-flip state) collected data with scat-

tered electrons whose spins were parallel to the target spins, for positive counts.

This would necessitate a -1 correction factor to be applied to those runs with an

IHWP state = "OUT", since the definition calls for the opposite. Therefore, this

was the convention used when forming the asymmetries for the elastic runs,

iDue to unresolved issues in the live-time for the elastic/delta runs as a result of the
multiple-peaks seen in the reference times back in Section 5.2.3, the counts weren’t sorted ac-
cording to live-time. The charge asymmetry was verified to be negligible for all runs, remaining
well below the goal of 200 ppm. Excluding these factors is permissible since it’s the overall sign
that matters, and these components wouldn’t be large enough to significantly impact it.
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shown below in Figure 5.47. The sign of the combined asymmetry from all

runs was then compared to the sign calculated from theory, which predicts

a negative elastic asymmetry for scattered electrons whose spins are aligned

anti-parallel to the target spins. Therefore, using this sign convention for this

combination of beam-pass and Wein-flip state was deemed correct.

Figure 5.47: Raw asymmetries formed from e−-3He elastic scattering, measured
by the SHMS, given in percentage. The spectrometer central momentum setting
was 2.1286 GeV, positioned at 8.5 degrees.

5.7.3 Transverse Asymmetries: ∆(1232) Analysis

For the transverse configuration, the 3He spin direction remained fixed along

270◦ axis, pointing beam left, as shown in Figure 5.45. Similar to the elastic case,

special care needed to be taken to know exactly what N+ (and therefore N−)

represented in order to trust the signs of the asymmetries. By definition, the

transverse asymmetries are formed from differences in cross sections in terms

of the orientation of beam and target spins relative to one another:

A =
σ↓⇒ − σ↑⇒

σ↓⇒ + σ↑⇒ (5.27)

Comparing equations 5.25 and 5.27, one can see that N+ should describe the
184



number of scattered electrons whose spins are aligned anti-parallel to the beam

direction, with those scattered electrons being detected on the same side of the

beam as that to which the 3He target spins are pointing. The SHMS sat beam-

left, and the HMS beam-right. Therefore, the same convention (those correction

factors for IHWP states) used for the elastic asymmetries should be followed

for analyzing the SHMS delta runs, and the opposite for the HMS delta runs.

Doing this should produce delta asymmetries of opposite signs, with a positive

combined value for the SHMS, and negative for the HMS. This was verified to

be the case, and is shown below in Figure 5.48

5.7.4 Sign Convention

Due to the reversal in electron beam helicity seen after the pass-change (evident

from the Moller measurements, shown in the second row of the table in Figure

5.46), the opposite convention of the elastic asymmetries was used to form the

longitudinal asymmetries. That is, those runs with IHWP = IN were assigned a -

1 correction factor to the asymmetries. But then, following the Wein-Flip change

made on February 17, 2020, the sign convention needed to again be changed for

those corresponding runs, with IHWP = OUT requiring a -1 correction factor.

For the transverse asymmetries, the same convention as the longitudinal case

was used on data taken by the SHMS, and the opposite for the HMS, since they

each sat opposite of the beamline.
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(a) SHMS: The central momentum setting was 1.7583 GeV,
positioned at 8.5 degrees, sitting beam left.

(b) HMS: The central momentum setting was 1.7583 GeV, po-
sitioned at 11.5 degrees, sitting beam right.

Figure 5.48: Raw asymmetries formed from e−-∆(1232) scattering.

5.8 DIS Analysis

5.8.1 Data Processing: Combining Raw Asymmetries from

Multiple Runs

Each run set corresponding to the same target spin configuration S (being de-

fined by the holding field direction relative to the incident electron beam, par-
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Figure 5.49: A summary of the beam spin direction (upstream, downstream)
as a function of IHWP state, sorted by time period, as well as the target spin
direction as a function of holding field direction.

allel (180◦) or perpendicular (90◦)) was processed separately, for each spec-

trometer. Each run i had a corresponding IHWP statei, logged in the EPICS

data stream, and total helicity-gated incident beam-charge Q± and live-time

η±. After applying the beam-trip cut and analysis cuts tabulated in Section 5.6,

helicity-sorted counts for each run i and target configuration SN±S
i were ex-

tracted. The raw asymmetry AS
i for each run was formed according to:

AS
i =

N+S
i

Q+S
i η+S −

NS
i

Q+S
i η+S

N+S
i

Q+S
i η+S +

NS
i

Q+S
i η+S

(5.28)

Combining the IHWP state, and definition for the 3He spin direction relative

to the incident electron beam delineated in Figure 5.49, the appropriate sign was

applied to the asymmetry to ensure the correct physical meaning was attributed

to N± for each spin configuration S, as explained in sections 5.7.2 and 5.7.3.

Each run’s asymmetry has an associated statistical uncertainty ∆AS
i calcu-

lated as:
iThe IHWP was only ever changed between runs, and so remained a fixed value during

data-taking.
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∆AS
i =

√√√√ 1 − (AS
i )

2

N+S
i + N−S

i

(5.29)

The asymmetries were binned in x with central values and lower- and

upper-bin sizes, −∆x and +∆x, respectively, shown below in Table 5.17.

For each x bin, the asymmetries for each run i of a given target spin con-

figuration S were averaged together to produce final values ⟨AS
raw⟩ ± ∆AS

raw

according to:

⟨AS
raw⟩ =

∑i AS
i

1
(∆AS

i )
2

∑i
1

(∆AS
i )

2

(5.30)

∆AS
raw =

√√√√ 1

∑i
1

(∆AS
i )

2

(5.31)

Table 5.17: x ± ∆x Binning

Central x −∆x +∆x
0.35 0.025 0.025
0.40 0.025 0.025
0.45 0.025 0.025
0.50 0.025 0.025
0.55 0.025 0.025
0.60 0.025 0.025
0.65 0.025 0.025
0.70 0.025 0.025
0.75 0.025 0.025
0.80 0.025 0.030
0.86 0.030 0.030
0.92 0.030 0.030
0.98 0.030 0.020

Asymmetries of individual runs with a total number of counts N < 10 were

excluded from the average for that corresponding x-bin, as the statistics were

too sparse to constitute Gaussian behavior.
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5.8.2 Pion Contamination

Despite the application of PID cuts, pions were still mis-identified as electrons

due to the impossibility of completely eliminating them from the electron sam-

ple. The challenge next is then to gauge the degree to which their presence

contaminates the electron asymmetries.

To quantify the negatively-charged pion contamination within the electron

sample, the spectra of the calorimeter E/P and cherenkov NPE (number of

photo-electrons) detectors binned in x within both spectrometers were each as-

sessed post data-quality cuts. Next, for the SHMS calorimeter, for example, the

spectra resulting from applying a NGC electron PID analysis cut npeSum > 2

was assessed, shown in green of Figure 5.50a below for the x = 0.40 bin. A

corresponding "anti-electron" cut of npeSum ≤ 2 was applied to that same orig-

inal calorimeter E/P spectra to visualize the events rejected within the analysis,

shown in red. Not all of these are distinctly pions, as pions may be identified

both by not firing the cherenkov and by depositing a total normalized energy

of ∼ 0.5 within the calorimeter. So, instead, this serves as a conservative es-

timate of an upper-bound of unwanted events. One may notice the region

of overlap past the dashed black line, indicating the analysis cut position of

etracknorm > 0.80. This represents the events mixed with both electrons

and what are very likely to be pions, which may dilute the asymmetries.i These

two spectra were integrated between 0.80 < etracknorm < 2.0 and the

ratio of the red to green curve yields the ratio of contamination. For the SHMS

x = 0.40 bin within the low-momentum setting, this amounted to ∼ 63%. The

same procedure was carried out in reverse, where the NPE spectra of the no-

ble gas cherenkov was assessed (shown in Figure 5.50b, and electrons were

iOne may be curious about the high E/P tail past ∼1. This is likely due to a p + p hadronic
shower, where the anti-proton steals a proton from the lead-glass. This process contributes
most at lower central momentum settings, calculated to provide a maximum E/P value of ∼
1.4 at a Pc setting of 2.6 GeV and ∼ 1.3 at 3.4 GeV [167]. Such a process is less likely in the HMS,
which is 40 cm thick compared to the SHMS calorimeter being ∼ 60 cm thick.
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selected instead with the calorimeter PID analysis cut 0.80 < etracknorm

< 2.0 shown in green, and rejected events that are likely pions selected with

a etracknorm ≤ 0.80 cut, shown in red. These two spectra were integrated

past the NGC electron PID analysis cut of npeSum > 2. The ratio of the red to

green curve was only ∼ 7% in this case, consistent with the NGC’s pion rejec-

tion capability being greater than the calorimeter’s.

Since both detectors are ultimately used to select electrons, where their com-

bined pion rejection power can’t be resolved within an individual detector’s

spectra, the actual contamination is either of these ratios scaled by the oppo-

site detector’s PRF. This means, for a given x bin, the degree of contamination

found within the calorimeter’s spectra should be scaled by the corresponding

momentum setting’s Cherenkov PRF from Table 5.11. Conversely, the contam-

ination found within the NGC’s spectra should be scaled by the calorimeter’s

PRF. This brings the resulting "scaled" contamination ratios using the two dif-

ferent methods to closer agreement across all x bins. The "anti-electron" to elec-

tron ratios, which, in this case, represents a conservative estimate of the pion to

electron ratios, for each x bin using the NGC is listed below in Table 5.18. The

same procedure was followed for the HMS, with the results plotted in Figures

5.51a - 5.51b and tabulated in Table 5.19.

Next, the question is, how much will this (scaled) pion contamination im-

pact the measured electron asymmetries? Any asymmetries originating from

unpolarized entities may dilute them. To investigate this, pions were selected

together with the cherenkov and calorimeter of each spectrometer with cuts of

npeSum < 0.1 and etracknorm < 0.50, and the resulting raw asymme-

tries were formed according to Equations 5.30 and 5.31, and plotted below in

Figures 5.52a - 5.52b (parallel) and Figures 5.53a - 5.53b (perpendicular). These

asymmetries were then scaled down by their corresponding pion contamina-

tion values. The scaled pion asymmetry contributions were evaluated to be
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Table 5.18: SHMS: Pion contamination as estimated π−/e− ratios from the No-
ble Gas Cherenkov, then scaled by the corresponding calorimeter pion rejection
factor (PRF) for each Pc setting found in Table 5.11.

Pc Setting x Estimated π−/e− Scaled π−/e−

2.6 GeV 0.40 0.06559 0.00262
0.45 0.07710 0.00308
0.50 0.11765 0.00471
0.55 0.19508 0.00780
0.60 0.28047 0.01122
0.65 0.50313 0.02013

3.4 GeV 0.55 0.19398 0.00510
0.60 0.14327 0.00377
0.65 0.22306 0.00587
0.70 0.41139 0.01083
0.75 0.69810 0.01837

Table 5.19: HMS: Pion contamination as estimated π−/e− ratios from the
Heavy Gas Cherenkov, then scaled by the corresponding calorimeter pion re-
jection factor for each Pc setting found in Table 5.12.

Pc Setting x Estimated π−/e− Scaled π−/e−

2.9 GeV 0.45 0.21502 0.00269
0.50 0.17598 0.00220
0.55 0.15219 0.00190
0.60 0.14410 0.00180
0.65 0.14186 0.00177

3.5 GeV 0.60 0.07395 0.00097
0.65 0.06096 0.00080
0.70 0.06440 0.00085
0.75 0.07363 0.00097
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less than ∼ 6% of the statistical uncertainty of the measured raw electron asym-

metries. Therefore, no correction due to pion contamination was applied to the

electron asymmetries.
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(a) Pion contamination found using the calorimeter E/P
spectra (blue). An PID analysis cut npeSum > 2 using the
NGC is applied to select electrons (green). The blue spectra
minus the green is found by applying an "anti-electron" cut
of npeSum ≤ 2 for a conservative estimate of pions (red) sig-
naling rejected events. Both the red and green spectra are in-
tegrated after the E/P > 0.80 electron analysis cut (dashed
line) to find the ratio representing the contamination.

(b) Pion contamination found using the NGC NPE spectra
(blue). An PID analysis cut 0.80 < etracknorm < 2.0
using the calorimeter is applied to select electrons (green).
The blue spectra minus the green is found by applying an
"anti-electron" cut of etracknorm ≤ 0.80 for a conservative
estimate of pions (red) signaling rejected events. Both the red
and green spectra are integrated after the npeSum > 2 elec-
tron analysis cut (dashed line) to find the ratio representing
the contamination.

193



(a) Pion contamination found using the calorimeter E/P
spectra (blue). An PID analysis cut npeSum > 1 using the
HGC is applied to select electrons (green). The blue spectra
minus the green is found by applying an "anti-electron" cut
of npeSum ≤ 1 for a conservative estimate of pions (red) sig-
naling rejected events. Both the red and green spectra are in-
tegrated after the E/P > 0.80 electron analysis cut (dashed
line) to find the ratio representing the contamination.

(b) Pion contamination found using the HGC NPE spectra
(blue). An PID analysis cut 0.80 < etracknorm < 2.0
using the calorimeter is applied to select electrons (green).
The blue spectra minus the green is found by applying an
"anti-electron" cut of etracknorm ≤ 0.80 for a conservative
estimate of pions (red) signaling rejected events. Both the red
and green spectra are integrated after the npeSum > 1 elec-
tron analysis cut (dashed line) to find the ratio representing
the contamination.
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(a) SHMS Raw pion asymmetries for the target oriented parallel to
the incident electron beam spin. The left of the dashed line indicates
the x-bins for W > 2 GeV (DIS) and the right those for W < 2 GeV
(resonance).

(b) HMS Raw pion asymmetries. The points in red indicate the asym-
metries for the low-central momentum spectrometer settings, and the
blue the high-central momentum settings. The left of the dashed line
indicates the x-bins for W > 2 GeV (DIS) and the right those for W < 2
GeV (resonance).
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(a) SHMS Raw pion asymmetries for the target spins oriented perpen-
dicular to the incident electron beam spin. The dotted line indicates
the separation between the DIS (W > 2 GeV) and Resonance (W < 2
GeV) regions.

(b) HMS Raw pion asymmetries. The dotted line indicates the sep-
aration between the DIS (W > 2 GeV) and Resonance (W < 2 GeV)
regions.
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5.8.3 Beam Scraping Studies

Ideally, the electron beam position remains in proper alignment with the 3He

target cell, which lies parallel to the incident beam, throughout data-taking.

The asymmetries of interest are those formed from polarized electrons scatter-

ing off of the polarized 3He nuclei within the gas. Unfortunately, the electron

beam position began to stray from the central axis along the center of the tar-

get cell on February 21, 2020, and wasn’t corrected until March 5th, 2020.i Of

course, the beam position is regularly monitored through the five Beam Posi-

tion Monitors, and some deviation from the nominal values as determined by

optics runs using carbon hole targets are innocuous. But the shift was deemed

significant enough to pose a potential detriment to the data because a greater

concentration of events was visible on the edge of the x-component of the fast

raster spectra, a system that moves the 100 um - diameter beam quickly about

the face of the target to avoid over-heating. See Figure 5.54 below of the X(Y)

spectra, pulled from hcana variables P.rb.raster.frx(y)bRawAdc of the

Fast Raster B system.ii The 1D plots indicate the beam scraping events were

due to mis-alignment in the x-direction.

This enhancement in counts indicated the beam was hitting more target ma-

terial than is standard from the 3He gas, being the edge of the cell. This predica-

ment is referred to as beam scraping, where the beam scrapes the edge of the

glass cell. This is undesirable because the detected electrons scattering off of

the glass, instead of the helium gas, would be unpolarized and therefore would

dilute the asymmetries. Beam scraping events occurred only in runs taken with

the target cell "Big Brother," namely SHMS runs 10404 - 10628, and HMS runs

3208 - 3445 (inclusive). Once the raster diameter was decreased from 4.5 mm

to 4 mm, and the beam was moved toward beam-left 0.5 mm, the raster distri-
iSee elog entry: https://logbooks.jlab.org/entry/3798188

iiThe 12 GeV era employed two sets of raster X-Y systems, "A" and "B", to allow for a larger
raster compared to its 6 GeV - era predecessor. The choice to use the Raster B system was
arbitrary.
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bution exhibited the desired, more uniform distribution of events that roughy

peaked at the center.

Since the number of runs that exhibited beam scraping comprises ∼ 30%

of the total taken (see Figure 5.56 below), consideration of 1. how removing

those runs completely would impact the raw asymmetry values, 2. whether

the nature of the beam scraping events could be further elucidated, and 3. if

they could be meaningfully isolated using the Fast Raster system, needed to be

taken into account.

Figure 5.54: SHMS "beam scraping" run 10508. Left: Fast Raster XB spectra,
with the x-axis in units of cm. The region circled in red highlights the jump in
the number of events toward the right, indicating beam scraping events. Right:
Fast Raster YB spectra, where the number of events are peaked in the center, as
desired. This means the beam was off-alignment in the x-direction, but properly
aligned in the y-direction relative to the central axis (z) of the target cell. Only
beam trip and acceptance cuts are applied here (no PID).

Raw Asymmetries of Good vs. Bad Runs: Are the Differences in Means Sta-

tistically Significant?

The raw asymmetries of "good" runs - runs that didn’t exhibit scraping - were

averaged in each x bin and compared to those of "bad" runs - runs that did

exhibit scraping. The Independent T-Test was performed on the asymmetries

to gauge whether the differences in means were statistically significant, deter-

mined by the resultant "p-value", which is the probability of finding a mean dif-

ference by chance if there is no difference between the two independent groups.
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Figure 5.55: A 2D distribution of the Fast Raster B system, X vs. Y (both in cm).
The region circled in red indicates beam scraping events. Again, only beam trip
and acceptance cuts are applied here.

Figure 5.56: Breakdown of the number of runs that exhibited beam scraping.
None was seen in the 2.6 GeV and 2.9 GeV DIS settings for the SHMS and HMS,
respectively, with the 3He target at 90 degrees.

The resultant "t-value" is the ratio of the variance between the two sets to the

variance within the sets. In order for the T-Test to be valid, the two data sets

must be independent from one another, where the distributions are Gaussian,

and the variances are equal. If p < 0.05, then the difference in means between

the good and bad runs are deemed statistically significant, meaning there ex-
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ists a reason other than chance for the central value of the asymmetries to differ

[168]. Whether the conditions required for the test to be valid were met are

checked beneath the plots, along with the t- and p-values, shown below in Fig-

ures 5.57 and 5.58 for the SHMS and HMS, respectively, at the parallel target

setting, and 5.59 for the perpendicular setting. For the HMS, in the perpendicu-

lar case, the asymmetries of the good and bad sets didn’t have equal variances,

and so an alternative to the T-Test, "Welch’s T-Test" was used. Ultimately, the

T-Tests showed that only the good and bad asymmetries from the SHMS 3.4

GeV/180◦ setting had a statistically significant difference between them, with

a p-value of ∼ 0.01. To better discern whether the beam scraping events them-

selves could be the cause of this, use of the raster was made to isolate regions

containing these events from those that didn’t. The resulting asymmetries are

shown in the next section.

Figure 5.57: Raw asymmetries of SHMS low- (left) and high-momentum (right)
DIS runs for good runs in green (non beam-scraping runs) and bad runs in red
(beam-scraping runs). The dotted vertical line indicates the corresponding x-
position for a W > 2 GeV cut. The left of the dotted line contains x bins for the
DIS region, and the right for the resonance region.
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Figure 5.58: Raw asymmetries of HMS low- (left) and high-momentum (right)
DIS runs for good runs in green (non beam-scraping runs) and bad runs in red
(beam-scraping runs). The dotted vertical line indicates the corresponding x-
position for a W > 2 GeV cut. The left of the dotted line contains x bins for the
DIS region, and the right for the resonance region.

Figure 5.59: Left: SHMS 3.4 GeV raw asymmetries. Right: HMS 3.5 GeV raw
asymmetries. Both corresponding to the 3He target oriented perpendicular to
the incident beam direction. T-Tests performed on both sets indicated the differ-
ences between means within good and bad runs weren’t statistically significant.
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Raw Asymmetries of Bad Runs: Inner Raster Region vs. Outer Raster Region

In hopes of gauging the effect (if any) the beam scraping events specifically had

on the statistical significance of the difference between the asymmetries of the

good and bad runs, the asymmetries of the "inner" raster region was compared

to those of the "outer" raster region within bad runs, shown on the left-hand

side of Figure 5.60. If the beam scraping events were responsible for the dif-

ference in asymmetries, a T-Test would, in principle, reveal this with a low

p-value, when comparing the asymmetries of the inner raster region (which

doesn’t include scraping events) with those of the outer raster region (which

does) within bad runs. This indeed was the case, shown on the right-hand side

of Figure 5.60, where a T-Test produced a p-value of ∼ 0.07. Although this is

above the typical statistical significance threshold of 0.05, it is very close. Mean-

ing, there’s only a ∼ 7% likelihood the difference in means are due to chance,

rather than a systematic reason, like the scraping events from the glass. This

corroborates the notion that the beam scraping events could be responsible for

the difference in asymmetries between good and bad runs, however isn’t defini-

tively conclusive. What’s more, this "borderline" p-value was similarly found

for the HMS 3.5 GeV/90 deg setting of the inner and outer regions within bad

runs, when the asymmetries between good and bad runs were found to be con-

sistent with each other in the preceding section! See below in Figure 5.61. Even

more strangely is the fact that comparing the asymmetries formed from the in-

ner and outer raster regions across good runs produced a p-value ∼ 0.01 for the

SHMS 3.4 GeV/180◦ setting, indicating a reason other than chance accounting

for their difference in means. But these, in principle, should certainly be consis-

tent with one another, if beam scraping is the only systematic difference.

More studies of varying cuts are therefore required to further investigate the

nature of these beam scraping events, and their overall impact on the asymme-

try, which are discussed in the following sections.
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Figure 5.60: Top Left: 1D Fast Raster XB spectra of Beam Scraping (Bad) SHMS
Run 10508, from the 3.4 GeV/180 deg setting. The red portion indicates the
outer raster region, which includes scraping events, and the green the inner
raster region, which doesn’t. Bottom Left: 2D Fast Raster XB spectra. Right:
Raw asymmetries of the SHMS 3.4 GeV/180 deg setting of the inner raster re-
gion vs. the outer raster region of bad runs.
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Figure 5.61: Raw asymmetries of the HMS 3.5 GeV/90 deg setting of the inner
raster region vs. the outer raster region of bad runs. The resulting p-value
∼ 0.05 of the T-Test indicate the difference in means are statistically significant.
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Z Target Cut Study: Scraping Occurs Upstream

The differences in central values of the asymmetries formed from the good runs

and bad runs have been shown to be statistically significant according to the

Independent T-Test for the SHMS 3.4 GeV/180◦ setting. This hints at a potential

systematic difference. Comparing the asymmetries formed from the inner and

outer raster regions of bad runs provide inconclusive results regarding whether

beam scraping events - as identified by the fast raster, at least - can be used to

explain this potential systematic difference.

These studies were performed using the standard analysis cuts (acceptance

and PID) in addition to the raster cuts. Are the effects of scraping events being

buried (or eradicated entirely) by these cuts? To explore this possibility, first a

study on the effect asymmetric Z cuts has on the fast raster spectra was done.

First, to isolate the beam scraping events more purely (as opposed to

the outer raster region used in Section 5.8.3), a 2D cut on the XB vs

YB raster spectra was done using the equation of an ellipse, in addition

to a 1D cut on XB, and referred to as the "bad raster (2D + 1D) cut"

for this study. With XB as P(H).rb.raster.frxbRawAdc and YB as

P(H).rb.raster.frybRawAdc, the 2D component was formulated using
(XB−a)2

b2 + (YB−c)2

d2 > 1 with the additional 1D condition && XB > 80000,

where a = 62000, b = 19000, c = 63000, and d = 18000. Similarly,

the "good raster (2D + 1D) cut" was defined as (XB−a)2

b2 + (YB−c)2

d2 < 1 in addition

to && XB < 80000. These units are in ADC channels, and are converted to cm

by dividing by 102400. See the top right plot of Figure 5.62, where the events

passing the "bad raster (2D + 1D) cut" are shown in the 2D XB vs. YB raster

spectra, and those passing the "good raster (2D + 1D) cut" are shown in the 1D

XB spectra in the lower left. These plots all have only delta, theta, and

phi acceptance cuts applied, in the absence of the raster cuts. For curiosity, the

etracknorm E/P spectra is also shown in the bottom right hand side, where
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the signature normalized total energy deposition for both pions and electrons

are visible within both good and bad raster cuts. With these three acceptance

cuts only applied, beam scraping events are visible in the raster distribution, as

well as both pions and electrons as seen in the calorimeter.

Figure 5.62: SHMS Beam Scraping Run 10508. Top left: 2D Raster XB vs XY
distribution. Circled in red are the cluster of beam scraping events. Top right:
2D Raster plot after applying the "bad raster" cut. Bottom left: 1D Raster XB
original spectra, with the spectra resulting from the good (green) and bad (red)
raster cuts overlayed. Bottom right: Total normalized calorimeter energy depo-
sition with only the three acceptance cuts (delta, theta, and phi) (blue) and two
raster cuts overlayed.

Now, we’ll see what’s to be learned if a series of Z cuts are applied, first

excluding both the entrance and exit windows of the target cell (-15 cm < Z

< 15 cm) and varying the cuts to be biased upstream (-Z) or downstream (+Z).

The legend for this series of cuts is shown in the far left-hand side of Figure 5.63

below. From the bottom left-hand plot, the light green (-15 cm < Z < 0 cm) and

dark blue (-10 cm < Z < 0 cm) curves confirm that the beam scraping events

occur upstream of the target, as one might expect. The standard acceptance cut -
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15 cm < Z < 15 cm (black) indeed doesn’t remove the scraping events, as already

seen from the previous plots shown (Figures 5.54 and 5.55, for example), but is

now confirmed for the runs exhibiting the most severe cases of scraping.

Figure 5.63: Top left: 2D Raster XB vs YB distribution, with no Z cut applied.
Top right: Z distribution with only the delta, theta, and phi cuts applied (blue),
with the good (green) and bad (red) raster cuts overlayed. Bottom left: 1D
Raster XB distribution, with varying Z cuts, in log-scale. The light green (-15
cm < Z < 0 cm) and dark blue (-10 cm < Z < 0 cm) curves (legend on the far
left) confirm that the beam scraping events occur upstream of the target, or for
negative Z values. Bottom right: 1D Raster XB distribution, with varying Z
cuts, in non log-scale.
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PID Cuts Eliminate Scraping Events

We’ve confirmed the standard Z-cut used in the analysis doesn’t eliminate

scraping events, and that they occur upstream. The two PID cuts used to iden-

tify electrons, P.ngcer.npeSum > 2 and P.cal.etracknorm > 0.80 in

the case of the SHMS, are added to the 1D Fast Raster XB spectra one by one,

shown in the lower left-hand plot below in Figure 5.64, to see their isolated ef-

fect on the scraping event-region. The npeSum > 2 cut, shown in pink, greatly

diminishes the total number of events, clearly, and mostly evens out the en-

hancement on the right-side edge of the XB spectra. The E/P > 0.80 cut on

the calorimeter, shown in green, does the same, resulting in even more unifor-

mity between the left and right edges of the raster. The combined result of the

two PID cuts is shown in green, which sits just beneath the calorimeter cut. The

combined result is also shown as a 2D XB vs YB raster distribution on the top

right-hand side. The E/P distribution of the calorimeter (without any PID cuts)

is shown on the lower right-hand side of Figure 5.64. The red curve, indicating

the bad raster events, or beam scraping events, shows that they’re comprised

of both electrons and pions, since the signature normalized energy deposits of

both particles are present (∼ 0.3 and ∼ 1.0, respectively). The same is the case

for the green curve. But are more pions localized on the right-hand side of

the raster XB spectra - the region where scraping occurs? If the PID cuts used

to select electrons seem to eliminate these scraping events, it is worthwhile to

check what the 1D and 2D raster distributions look like if pions were selected

instead. Using P.ngcer.npeSum < 0.1 and 0.10 < P.cal.etracknorm

< 0.50, the same procedure as above was followed, one can see how the scrap-

ing events are preserved in the 2D fast raster distribution in the top right plot

in Figure 5.65.

So if scraping events are predominantly comprised of photo-produced pi-

ons scattering from the glass, it’s reasonable that the two PID cuts used to elim-
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inate most of the pions from the detected sample also eliminate most of the

scraping events. This was confirmed to be the case for all scraping runs for

both spectrometers. To better quantify whether there exists a biasing in the

number of events within the beam-scraping region, being the right-hand side

of the Raster XB spectra, compared to the non-beam-scraping region, or the

left-hand side, the Raster XB spectra for each run was normalized by the total

deposited helicity-sorted charge Qtot. Next, a cut of Raster XB < 0.65 cm

and Raster XB > 0.65 cm was used to identify distinguish the two regions,

"Region I" and "Region II", respectively, after the acceptance and PID cuts were

applied (see below in Figure 5.66). The two regions were integrated between the

lowest- and highest-populated bins, and the ratio of the result (Region I/Region

II) was calculated. The values were histogrammed for all good runs (non beam-

scraping runs), plotted in green below in Figure 5.67, and compared to the same

ratios for all bad runs (beam-scraping runs), shown in red. If Region II in fact

still revealed a tendency to contain more helicity-decoded events than Region

I, post all acceptance and PID cuts, then the bad runs would aggregate toward

a mean substantially less than unity. However, the means for both non-beam-

scraping and scraping-runs tended toward unity with similar widths. And this

was verified to be the case for both momentum settings and target orientations.i

Therefore, since the PID cuts prove to render an absence of a systematic

difference between the number of counts, no special treatment for the beam

scraping runs was taken within the averaged asymmetries.

iExcluding the low-momentum setting with the target oriented perpendicular to the beam,
as no beam-scraping events occurred during this setting.
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Figure 5.64: Top left: 2D Raster XB vs YB distribution, with all acceptance cuts
applied. The scraping events are highlighted in red. Top right: 2D Raster XB
vs YB distribution, with acceptance and PID cuts identifying electrons applied.
Notice the concentration of events on the right, the scraping region, roughly
equal that on the left. Bottom right: 1D Raster XB distribution, with the dark
blue curve indicating the spectra with only acceptance cuts applied, pink with
the PID cut of the sum of npe’s > 2, light blue with the calorimeter E/P > 0.80,
and the green indicating spectra for the two PID cuts combined. Bottom right:
Distribution of the total normalized energy E/P deposited in the calorimeter.
The original dark blue curve contains only the acceptance cuts, the green curve
the good raster cut, and the red the bad raster cut.
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Figure 5.65: Top left: 2D Raster XB vs YB distribution. Top right: 2D Raster
XB vs YB distribution, with acceptance and PID cuts identifying pions applied.
Notice the concentration of events on the right, the scraping region, remains
denser than those on the left. Bottom right: 1D Raster XB distribution, with the
dark blue curve indicating the spectra with only acceptance cuts applied, pink
with the PID cut of the sum of npe’s < 0.1, light blue with the calorimeter E/P >
0.10 and < 0.50, and the green indicating spectra for the two PID cuts combined
(the last two lines overlap). Bottom right: Distribution of the total normalized
energy E/P deposited in the calorimeter. The black dotted lines indicate the cut
positions used to select pions.

Figure 5.66: Left: 1D Raster XB spectra for SHMS Beam Scraping Run 10508.
Right: 1D Raster XB spectra for HMS Beam Scraping Run 3431. The red dotted
line indicates the cut position placed at Raster XB == 0.65 cm, used to separate
Region I, where no beam-scraping occurred, from Region II.
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Figure 5.67: Left: SHMS 3.4 GeV, Parallel setting. Right: HMS 3.5 GeV, Parallel
setting. Plotted are the histogrammed values of the ratios of Region I/Region
II (integrated raster XB spectra normalized by total helicity-decoded integrated
beam charge) of the non-beam-scraping runs, shown in green, overlayed with
the beam-scraping runs, shown in red. The result of each Gaussian fit are in-
cluded.
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5.8.4 Raw Asymmetries at Matching Acceptances

The raw asymmetries were calculated from counts extracted from the SHMS

and HMS at matching acceptances to serve as a baseline to gauge the difference

in values as a function of x between the two spectrometers. The Z, ϕ, and θ

SHMS analysis acceptance cuts form Table 5.10b were applied to the HMS as

well, and the "delta" or δp/p momentum acceptances were tweaked so that the

SHMS and HMS took roughly the same momentum bite for the low and high

central momentum settings. For the SHMS, the "delta" cuts were:

• 0 < P.gtr.dp < 15

→ 2.60 GeV < 2.60 GeV < 2.99 GeV

• -5 < P.gtr.dp < 5

→ 3.23 GeV < 3.40 GeV < 3.57 GeV

And, similarly, for the HMS:

• -10 < H.gtr.dp < 3

→ 2.61 GeV < 2.90 GeV < 2.99 GeV

• -8 < H.gtr.dp < 2

→ 3.22 GeV < 3.50 GeV < 3.57 GeV

where the lines following the arrows indicate the translated momentum

ranges accepted using those delta cuts. The resulting asymmetries are plotted

below in figures 5.68 and 5.69. A T-test was performed to compare the par-

allel asymmetries of the low- and high-momentum settings of the SHMS and

HMS, as well as the perpendicular low- and high-momentum settings. Each

produced a p-value > 0.26, indicating that the asymmetries are consistent with

each other.
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(a) SHMS raw asymmetries for the parallel target configuration. The
lower-central momentum setting of 2.6 GeV is plotted in blue, and
the higher of 3.4 GeV in red. The dotted vertical line separates the
DIS asymmetries (left) from the resonance (right) with a W > 2 GeV
cut.
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(b) HMS raw asymmetries for the parallel target configuration. The
lower-central momentum setting of 2.9 GeV is plotted in blue, and
the higher of 3.5 GeV in red. The dotted vertical line separates the
DIS asymmetries (left) from the resonance (right) with a W > 2 GeV
cut.

Figure 5.68: Parallel Asymmetries at Matching Acceptances
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(a) SHMS raw asymmetries for the perpendicular target configura-
tion. The lower-central momentum setting of 2.6 GeV is plotted in
blue, and the higher of 3.4 GeV in red. The dotted vertical line sepa-
rates the DIS asymmetries (left) from the resonance (right) with a W
> 2 GeV cut.
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(b) HMS raw asymmetries for the perpendicular target configuration.
The lower-central momentum setting of 2.9 GeV is plotted in blue,
and the higher of 3.5 GeV in red. The dotted vertical line separates
the DIS asymmetries (left) from the resonance (right) with a W > 2
GeV cut.

Figure 5.69: Perpendicular Asymmetries at Matching Acceptances
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5.8.5 Physics A∥ and A⊥ Asymmetries

Further corrections to the raw asymmetry shown in Equation 5.28 must be

made to account for the target and beam polarization, as well as background

effects due to the amount of nitrogen contained within the 3He gas. Since the

N2 gas is unpolarized, counts arising from polarized electrons interacting with

it may dilute the resulting asymmetry. This correction is referred to as the ni-

trogen dilution factor, quantified within the next section. To raw asymmetry is

converted to the physics asymmetry by dividing the raw asymmetry by the tar-

get polarization Pt, beam polarization Pb, and nitrogen dilution factor fN2 :

Aphys
∥,⊥ =

Araw
∥,⊥

fN2 PbPt
(5.32)

The resulting averaged value and statistical uncertainty are then treated the

same way according to Equations 5.30 and 5.31. The corresponding total sys-

tematic uncertainty on Aphys is calculated through standard error propagation

to incorporate the systematic uncertainties of the dilution factor, target, and

beam polarization.

N2 Dilution

The nitrogen dilution factor fN2 is found by comparing the counting rates ob-

tained from data taken with a reference cell filled with N2 gas to those from

data taken with the 3He target cell, quantified as:

fN2 = 1 − ∑N2
(N2)

∑total(
3He)

tps(N2)

tps(3He)
Q(3He)
Q(N2)

tLT(
3He)

tLT(N2)

nN2(
3He)

nN2(N2)
(5.33)

where ∑N2
and ∑total are the total number of counts that pass the current, ac-

ceptance, and PID cuts detected during the reference cell and production runs,

respectively; nN2(N2) and nN2(
3He) are the N2 number densities present within
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the nitrogen and helium gas targets, respectively; the counts must be normal-

ized by the total charge deposited on the two targets, Q(3He) and Q(N2); the

pre-scale factors for the N2 and 3He target runs are tps(N2) and tps(3He), re-

spectively; tLT(N2) and tLT(
3He) are the live-times.

The number density nN2(
3He) of the nitrogen gas within the target chamber

of the two 3He cells used throughout data-taking was found using the filling

densities n f ill, 0.115 amg and 0.110 amg, for cell "Dutch" and "Big Brother", re-

spectively. They were then multiplied by a scaling factor fTC, dependent upon

the volume and temperature of the three regions of the target cells, being the

pumping chamber PC, transfer tube TT, and target chamber TC:

fTC = Vtot × (VTC + VPC
TTC

TPC
+ VTT

TTC

TTT
)−1 (5.34)

The average value for Dutch and Big Brother is 0.906 ± 0.002 and 0.909 ±

0.002, respectively. The nitrogen dilution studies were performed by Mingyu

Chen and Junhao Chen. More information can be found in ref. [169].

The raw and physics asymmetries are listed in Tables 5.20 - 5.23 and plotted

below in Fig. 5.70a - 5.70b and Fig. 5.71a - 5.71b. From this point forward, only

the well-populated DIS x−bins are considered and included in the plotting of

the asymmetries. A W > 2 GeV cut was applied, which affected only the counts

in the x = 0.75 bin.

217



Table 5.20: SHMS: Parallel Raw and Physics Asymmetries for each central mo-
mentum (Pc) setting

Pc Setting x Araw ∆Araw Aphysics ∆Aphysics
2.6 GeV 0.40 0.00107 0.00317 0.00213 0.00780

0.45 -0.00292 0.00218 -0.00706 0.00537
0.50 -0.00292 0.00244 -0.00745 0.00601
0.55 -0.00182 0.00310 -0.00385 0.00761
0.60 -0.00192 0.00415 -0.00322 0.01020
0.65 -0.00198 0.00665 -0.00388 0.01637

3.4 GeV 0.55 -0.00320 0.00348 -0.00822 0.00880
0.60 0.00369 0.00198 0.00911 0.00501
0.65 0.00084 0.00187 0.00261 0.00473
0.70 0.00234 0.00222 0.00601 0.00561
0.75 -0.00179 0.00347 -0.00530 0.00878

Table 5.21: SHMS: Perpendicular Raw and Physics Asymmetries for each cen-
tral momentum (Pc) setting

Pc Setting x Araw ∆Araw Aphysics ∆Aphysics
2.6 GeV 0.40 0.00410 0.00751 0.00962 0.01951

0.45 0.00116 0.00513 0.00266 0.01334
0.50 0.00044 0.00572 -0.00035 0.01489
0.55 -0.00090 0.00730 -0.00596 0.01903
0.60 -0.00982 0.00976 -0.02230 0.02537
0.65 0.00981 0.01572 0.02263 0.04087

3.4 GeV 0.55 0.00049 0.00660 0.00043 0.01486
0.60 0.00566 0.00371 0.01340 0.00835
0.65 0.00231 0.00348 0.00492 0.00785
0.70 0.00181 0.00414 0.00498 0.00931
0.75 0.00841 0.00646 0.01786 0.01456
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Table 5.22: HMS: Parallel Raw and Physics Asymmetries for each central mo-
mentum (Pc) setting

Pc Setting x Araw ∆Araw Aphysics ∆Aphysics
2.9 GeV 0.45 -0.00614 0.00617 -0.01536 0.01525

0.50 0.00023 0.00295 -0.00045 0.00732
0.55 0.00025 0.00275 0.00042 0.00683
0.60 0.00131 0.00351 0.00351 0.00868
0.65 0.00060 0.00603 -0.00067 0.01492

3.5 GeV 0.60 -0.00065 0.00309 -0.00070 0.00781
0.65 0.00391 0.00209 0.00898 0.00527
0.70 -0.00013 0.00211 -0.00116 0.00534
0.75 -0.00313 0.00296 -0.00792 0.00747

Table 5.23: HMS: Perpendicular Raw and Physics Asymmetries for each central
momentum (Pc) setting

Pc Setting x Araw ∆Araw Aphysics ∆Aphysics
2.9 GeV 0.45 0.00244 0.01460 0.00469 0.03797

0.50 -0.00691 0.00696 -0.01554 0.01811
0.55 0.00105 0.00648 0.00317 0.01689
0.60 0.01335 0.00826 0.03439 0.02151
0.65 0.01336 0.01412 0.03166 0.03678

3.5 GeV 0.60 0.00966 0.00581 0.01899 0.00581
0.65 0.00555 0.00395 0.01166 0.00890
0.70 0.00474 0.00398 0.01195 0.00898
0.75 0.00502 0.00560 0.01147 0.01262
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(a) SHMS raw and physics asymmetries for the parallel target config-
uration. The lower-central momentum setting of 2.6 GeV is plotted in
blue, and the higher of 3.4 GeV in red. Closed circles indicate the raw
asymmetries, and the squares the physics asymmetries.

(b) HMS 2.9 GeV setting raw and physics asymmetries plotted in blue,
and the 3.5 GeV asymmetries in red.
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(a) SHMS raw and physics asymmetries for the perpendicular tar-
get configuration. The lower-central momentum setting of 2.6 GeV
is plotted in blue, and the higher of 3.4 GeV in red. Closed circles
indicate the raw asymmetries, and the squares the physics asymme-
tries.

(b) HMS 2.9 GeV setting raw and physics asymmetries plotted in blue,
and the 3.5 GeV asymmetries in red.
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5.8.6 Radiative Corrections

Electrons lose energy when interacting with material. Consequently, the in-

cident high-energy electrons lose energy via Bremsstrahlung before scattering

from the target, resulting in a greater energy at the electron source than what’s

incident at the target. Moreover, the scattered electrons lose additional energy

upon interacting with the target itself and after interacting with material on

their way to the detectors. This results in a greater energy at the reaction ver-

tex than what’s measured. This necessitates the application of external radiative

corrections so that the asymmetries are formed at the true kinematics of the re-

action.

Figure 5.72 below illustrates the different materials along the electron and

scattered electron path. The amount of energy loss is characterized by the ra-

diation length χ0 (in g/cm2) which is mean distance over which a high-energy

electron loses all but 1/e of its energy by Bremsstrahlung radiation. This quan-

tity together with the corresponding density of the material ρ (in g/cm3) is used

to produce the radiation length R0 = χ0/ρ (in cm). Finally, the thickness of the

material L is used to compute the number of radiation lengths (#R0) traversed

by the electrons. Table 5.24 below lists the materials and corresponding radia-

tion lengths before the scattering process. For the cell entrance window thick-

ness, the average value for cells Dutch and Big Brother was used. And to obtain

the final number of radiation lengths traversed T = #R0, a multiplicative raster

correction factor of 1.014 was used [170]. The radiation lengths after scattering

for the HMS and SHMS are shown in tables 5.25 and 5.26, respectively.

In addition to the external corrections, internal corrections are required to ac-

count for internal Bremsstrahlung, vertex corrections, multi-photon emission,

and vacuum polarization. These internal corrections may also induce a spin-

flip within the target constituents.

The internal and external corrections were carried out together using the for-
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Figure 5.72: Schematic of the different materials along the incident and scat-
tered electron path.

Table 5.24: Radiation Lengths: Before Scattering

Material χ0 (g/cm2) ρ (g/cm3) R0 (cm) L (cm) T (#R0)
3He gas 67.42 0.0015 44947 40 0.000890

Glass (GE-180):
Cell Entrance Window 19.50 2.77 7.040 0.0135 0.0019445

BeO Beampipe Window 35.28 1.848 19.091 0.0254 0.0013305
N2 gas 37.9879 0.0011602 32742.54 10 0.0003054
Total − − − − 0.0044703

tran program RADCOR in which the formalism according to Mo and Tsai [171]

was implemented, following the same prescription used by D. Flay in the ra-

diative corrections for E06-014 [35]. The measured (or radiated) cross-section is

expressed in terms of a triple integral over the target thickness T (in radiation

lengths), and incident and scattered electron energy Es and Ep, respectively

[171]:

σrad =
∫ T

0

dt
T

∫ Es

Emin
s

dE′
s

∫ Emax
p

Ep
dE′

p I(Es, E′
s, t)σr(E′

s, E′
p)I(Ep, E′

p, T − t) (5.35)
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Table 5.25: Radiation Lengths: After Scattering (HMS)

Material χ0 (g/cm2) ρ (g/cm3) R0 (cm) L (cm) T (#R0)
Air 36.62 0.001204 30420 68.61 0.0022554

Glass (GE-180):
Cell Wall 19.50 2.77 7.040 0.15 0.021307

Nylon − − 0.20 35 0.0057143
Kevlar − − 74.60 0.0381 0.0005107
Mylar − − 28.70 0.0127 0.0004425
Total − − − − 0.03023

Table 5.26: Radiation Lengths: After Scattering (SHMS)

Material χ0 (g/cm2) ρ (g/cm3) R0 (cm) L (cm) T (#R0)
Air 36.62 0.001204 30420 101.27 0.003329

Glass (GE-180):
Cell Wall 19.50 2.77 7.040 0.15 0.021307

Aluminum − − 8.89 0.0254 0.0028571
Nylon − − 0.20 35 0.0057143
Total − − − − 0.033207

where σr is the internally radiated cross-section and the integration bounds

are calculated according to the following kinematic thresholds:

Emin
s =

Ep

1 −
(

2Ep
MT

)
sin2( θ

2)
, Emax

p =
Es

1 +
(

2Es
MT

)
sin2( θ

2)
Elastic (5.36)

Emin
s =

Ep

1 −
(

2Ep
Mp

)
sin2( θ

2)
, Emax

p =
Es

1 +
(

2Es
Mp

)
sin2( θ

2)
Quasi-Elastic (5.37)

Emin
s =

M2
π + 2MpMπ + 2MpEp

2Mp − 4Ep sin2( θ
2)

, Emax
p =

2MpEs − 2MpMπ − M2
π

2Mp + 4Es sin2( θ
2)

Pion

(5.38)

where MT, Mp, and Mπ are the masses of the proton and charged pion, and

224



θ is the scattered electron angle. The function I(E0, E, t) is the probability of

finding an electron with incident energy E0 that has undergone Bremsstrahlung

radiation with energy E at a depth t (in radiation lengths) inside a material:

I(E0, E, t) = bt(E0 − E)−1

[
E
E0

+
3
4

(
E0 − E

E0

)2
](

ln
(

E0

E

))bt
(5.39)

where b = 4
3(1+

1
9 [(Z+ 1)/(Z+ ξ)][ln(183Z−1/3)]−1), ξ = ln(1440Z−2/3)

ln(183Z−1/3))
, and

Z is the target’s atomic number.

The goal is to extract the Born cross-section σb - the one-photon-exchange

cross-section without higher-level processes from radiative effects - from equa-

tion 5.35. The Mo and Tsai formalism within RADCOR uses the equivalent ra-

diator method for the internal radiation, where the internal radiative effects

manifest as effective thicknesses in the electron path before and after scatter-

ing. Additionally, Equation 5.35 is linearlized using an "energy peaking ap-

proximation" in which the virtual photon emission is assumed to occur only in

the direction of the incident and scattered electrons (and so the integrands of

the integrals are peaked along these incident and scattered energies, where the

neglected contributions are less than a few percent). This approximation allows

the Born cross-section σb to be obtained through an iterative procedure via an

unfolding process [20]:

σi
b =

1
C

[
σrad −

∫
(...)dE′

s −
∫
(...)dE′

p

]
(5.40)

where C and the two integrals are defined in [172]. The term σi
b is the Born

cross-section obtained after the ith iteration of the code and σrad is the radiated

cross-section to be corrected. σi
b is then re-inserted into the equation for the next

iteration. It typically converges within the first 3 iterations, but 10 was used for

E12-06-110’s radiative corrections. RADCOR can both radiate and unfold cross
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sections, with both internal and external effects [173]. Since previous analyses

have consistently shown [131, 174, 102] the spin-dependent internal effects fol-

lowing the formalism of Akushevich et al. [175] to be consistent with Mo and

Tsai’s spin-independent equivalent radiator method, RADCOR was used for both

in this analysis. The inputs of the program are cross-sections at (E, E′) points all

at a fixed scattering angle θ. The integration limits within equation 5.35 defined

by equations 5.36 - 5.38 dictate the range of required cross-section inputs for the

data to be properly unfolded.

For example, E12-06-110’s radiative corrections were done from the elastic

threshold according to equations in 5.36, resulting in Emin
s ∼ 1.50 GeV and

Emax
p ∼ 1.40 GeV. The Emax

s and Emin
p limits, on the other hand, are dictated by

the experiment, which are 10.38 GeV and 1.35 GeV, respectively (corresponding

to a minimum x−bin of ∼ 0.22). The phase space required for these corrections

is shown in Figure 5.73. RADCOR was fed cross-section inputs from an incident

beam energy of 1.5 GeV to 10.38 GeV in increasing steps of 0.10 GeV.i Within

each spectra (beam energy), cross-sections were computed starting from the

experiment’s Emin
p = 1.35 to that beam energy’s corresponding Emax

p calculated

from Eq. 5.36.

Two questions remain: first, we’re dealing with asymmetries, so why are we

speaking of cross-sections? Second, how were these cross-sections computed if

none were measured in E12-06-110 at E = 10.38 GeV, let alone at the lower

incident energies? Models were used to make the cross-section inputs for the

quasi-elastic (QE), resonance, and DIS regions. And the asymmetries are related

to cross-sections through the following relation:

A∥,⊥ =
∆σ∥,⊥

2σ0
(5.41)

where ∆σ∥ and ∆σ⊥ are given by Equations 1.23 and 1.24, respectively, and

iThe last step in beam energy from 10.30 GeV to 10.38 GeV was, however, equal to 0.08 GeV.
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Figure 5.73: Integration phase space required for the radiative corrections for
the asymmetries of E12-06-110, shown in red. Included is the kinematic cov-
erage of previous experiments that used a 3He target at JLab. In yellow is
that of E94-010 and green, E06-014. The blue line indicates the phase space
of MARATHON, which helped serve as reference for the unpolarized cross-
section model only, ranging from a Q2 value of ∼ 2.7 GeV2 to 11.5 GeV2.

σ0 is the unpolarized cross-section. The cross-sections ∆σ∥, ∆σ⊥, and σ0 as a

function of (E, E′) at θ = 30◦ were each fed into RADCOR. They were each ra-

diated first, then unfolded to extract the born cross-sections. The size of the

radiative correction applied as an additive correction to the physics asymme-

tries are defined as:

∆A = Ab − Ar (5.42)

where Ab = ∆σb
∥,⊥/2σb

0 is the result of unfolding the radiated cross-sections

and Ar = ∆σr
∥,⊥/2σr

0 is the result of radiating them.

Unpolarized Cross-Section Models

For the unpolarized 3He cross-section, Jefferson Lab models F1F2-09 [176] and

F1F2-21 [177] were compared to earlier data and scaled with the incident beam

energy accordingly. When comparing this model to prior experiments E94-010
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and E01-012 [87], D. Flay [20] of E06-014 noticed a slight incident beam energy

Es dependence within the inelastic region, and so applied a "scaling factor" to

the inelastic structure functions F1 and F2 when calculating the unpolarized

cross section σ0 (Eq. 1.14):

f (Es) = 0.906 − 0.00699Es D. Flay (5.43)

This was verified to model E94-010 data well, shown below in Figure 5.74

for Es = 4.24 GeV and θ = 15.5◦, for example. D. Flay used this scale factor for

F1F2-09 to model E06-014 unpolarized data.
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Figure 5.74: F1F2-09’s quasi-elastic (QE) cross-section values (pink) and F1F2-
09’s QE + scaled inelastic cross-section values (blue) compared to E94-010 data
(green).

The model is valid in the kinematic range of 0 < W < 3.5 GeVi and 0.2 <

Q2 < 5 GeV2. It has since been updated in 2021 with F1F2-21, where the A >

2 parameterization was developed by E. Christy et al. and the valid kinematic

range is extended to W < 5.6 GeV and Q2 < 32 GeV2. The physics components

scale well with A, but the Fermi momentum parameters important in the QE

iAlthough there exists a non-smooth transition between W > 3 GeV and W < 3.5 GeV for
3He due to the former resulting from a P. Bosted fit and latter from world pdf fits [178].
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Figure 5.75: Data from E94-010 (blue) compared to F1F2-21 scaled by Eq. 5.44
(green) and F1F2-09 scaled by Eq. 5.43 (pink). F1F2-09 models the quasi-elastic
and resonance regions of 3He better than F1F2-21 for lower-energy kinematics.

region for 3He haven’t yet been set to reasonable values [178]. This results in

F1F2-21 struggling to model unpolarized 3He cross-sections as well as F1F2-09

(scaled with D. Flay’s factor) for earlier data, such as E94-010 shown below in

figures 5.75a and 5.75b for beam energies 1.717 GeV and 2.581 GeV.

The cross-sections calculated from F1F2-21 are also scaled with a factor

found by comparing them to data from JLab’s 12 GeV-era MARATHON ex-

periment [179], shown in Figure 5.78. The scale factor applied to the inelastic

structure functions F1, F2 of F1F2-21 is:

f (Es) = 0.595 − 0.025Es M. Cardona (5.44)

Furthermore, since D. Flay used a scale factor for F1F2-09 based off of a

comparison to experiments prior to his, that same scaled F1F2-09 model using

Eq. 5.43 was compared to F1F2-21 scaled with Eq. 5.44 to assess how well both

model E06-014 data. Referring to figures 5.76 and 5.77, one can see that the

scaled F1F2-21 models the data better.

As a result of these studies, the F1F2-09 model scaled with Eq. 5.43 was

used for incident beam energies of 1.5 GeV ≤ Es < 4.7 GeV to fill the E12-06-

110 phase space, and the F1F2-21 scaled with 5.44 for incident spectra 4.8 GeV

≤ Es ≤ 10.38 GeV.
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Figure 5.76: Data from E06-014 for the 4.74 GeV incident beam setting (pink)
compared to F1F2-21 (dashed in yellow), scaled F1F2-21 (dashed in green, using
equation 5.44) and scaled F1F2-09 (dashed in blue, using equation 5.43).
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Figure 5.77: Data from E06-014 for the 5.89 GeV incident beam setting (pink)
compared to F1F2-21 (dashed in yellow), scaled F1F2-21 (dashed in green, using
equation 5.44) and scaled F1F2-09 (dashed in blue, using equation 5.43).

Polarized Cross-Section Difference Models

The polarized cross section differences were modeled for the quasi-elastic, res-

onance, and DIS regions separately to fill the full phase space.

230



0.2 0.3 0.4 0.5 0.6 0.7 0.8
x

0

5

10

15

20

25

 (
nb

/G
eV

/s
r)

0σ

E = 10.60 GeV, MARATHON

F1F2-21 sc

F1F2-21

MARATHON

Figure 5.78: Data from MARATHON (blue) taken at a beam energy of 10.6 GeV
compared to cross-section values generated by F1F2-21 (orange) and F1F2-21
scaled by equation 5.44 (pink).

The quasi-elastic ∆σ for 3He was constructed by combining the nucleon

form factors GM and GE of P. Bosted [180] with a smearing function from Don-

nelly et al. [181] to form gQE
1 and gQE

2 . Scale factors determined by D. Flay of

0.00096263+ 0.0110808 ·Q2 and 0.0163187+ 0.0954788 ·Q2 found from compar-

ing the model to E94-010 data were applied to g1 and g2, respectively.

The MAID model [182] was used for the resonance region, where the ∆σ for

3He was constructed using that from each pion electro-production channel for

the proton:

p + e → p + e′ + π0, p + e → n + e′ + π+ (5.45)

and for the neutron:

n + e → n + e′ + π0, n + e → p + e′ + π− (5.46)

and combined to form ∆σ for 3He by multiplying the cross-section differ-

ences of the reaction channels in Eq. 5.45 by P̃p = Pp − 0.014 and those in Eq.
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5.46 by P̃n = Pn + 0.056. The effective proton and neutron polarizations, respec-

tively, are Pp = −0.028+0.009
−0.004 and Pn = 0.86+0.036

−0.020 [5]. The ˜Pp, n terms indicate

that the contribution from the ∆(1232) component of the 3He wave function are

included [183].

Experiment E94-010 covered both the quasi-elastic and resonance region, so

the result of these models are overlayed with its data, shown below in Figure

5.79. More details regarding these quasi-elastic and resonance models can be

found in Appendix C within [20].
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Figure 5.79: Polarized cross-section differences from E94-010 for Es = 3.38 GeV
(left) and Es = 4.24 GeV (right). The black squares are the ∆σ∥ data points and
the red squares are the ∆σ⊥ data points. The dashed black lines indicate the QE
+ resonance model-generated ∆σ∥ values, and the red the ∆σ⊥ values.

Last is the DIS region. Models including BB-02 [184], DSSV-14 [185], and

JAM-22 [186] were used and compared to form g1 and g2. Each fit returns po-

larized parton densities ∆q. The required polarized PDFs were obtained and

used to first form gp
1 and gn

1 according to the parton model (Section 1.3.3):

gp
1 =

1
2 ∑

i
e2

i ∆qi =
1
2

[
4
9
(∆u + ∆u) +

1
9
(∆d + ∆d) +

1
9
(2∆s)

]
(5.47)

232



gn
1 =

1
2 ∑

i
e2

i ∆qi =
1
2

[
1
9
(∆u + ∆u) +

4
9
(∆d + ∆d) +

1
9
(2∆s)

]
(5.48)

and then both were used to form g
3He
1 [20]:

g
3He
1 = (Pn + 0.056)gn

1 + (2Pp − 0.014)gp
1 (5.49)

Equation 1.33 was used to compute g
3He
2 . The cross-section differences ∆σ∥

and ∆σ⊥ were calculated using equations 1.23 and 1.24, respectively.

The results of using the polarized parton densities from the three models

in conjunction with the scaled-version of F1F2-21 to form the asymmetries as a

function of (E, E′, θ) (and so x, Q2) were compared to the data. Since the JAM-

22 fit struggled to model the measured E12-06-110 asymmetries, rising well be-

yond what BB-02 and DSSV-14 predicts at high−x (at which point these two

models agree), it was dropped from consideration and the average of the ∆A

RC sizes for the parallel and perpendicular case using BB-02 and DSSV-14 were

taken as the central value. The difference between these central values and

those produced from using BB-02 and DSSV-14 was taken as the systematic er-

ror. The central ∆ RC size was used as an additive correction to each physics

asymmetry of each x bin. The size of the parallel and perpendicular corrections

as a function x are plotted below in Figures 5.80a and 5.80b, respectively.

The results of the physics asymmetries corrected for radiative effects are

plotted below in figures 5.81a - 5.81b and 5.82a - 5.82b. The size of the RC

systematic error was at most ∼ 13% of the asymmetry statistical error for the

x = 0.65 bin on the SHMS, and ∼ 11% on the HMS.
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(a) SHMS parallel asymmetries for the low (blue squares) and high
(red squares) momentum settings. Their radiative-corrected values
are plotted as blue and red stars, respectively.

(b) HMS parallel asymmetries for the low (blue squares) and high
(red squares) momentum settings. Their radiative-corrected values
are plotted as blue and red stars, respectively.
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(a) SHMS perpendicular asymmetries for the low (blue squares) and
high (red squares) momentum settings. Their radiative-corrected val-
ues are plotted as blue and red stars, respectively.

(b) HMS perpendicular asymmetries for the low (blue squares) and
high (red squares) momentum settings. Their radiative-corrected val-
ues are plotted as blue and red stars, respectively.
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5.8.7 Extracting A1, A2, g1/F1, and g2/F1 of 3He from Data

After applying radiative corrections to the A∥ and A⊥ asymmetries, those Born

asymmetries are then fed into equations 2.18 and 2.19 (as discussed in Chapter

2) to extract A
3He
1 and A

3He
2 :

A1 =
A∥

D(1 + ηξ)
− ηA⊥

d(1 + ηξ)
(5.50)

A2 =
ξ A∥

D(1 + ηξ)
+

A⊥
d(1 + ηξ)

(5.51)

as well as Equations 2.20 and 2.21 to extract g
3He
1 /F

3He
1 and g

3He
2 /F

3He
1 :

g1

F1
=

1
d′
(A∥ + tan(θ/2)A⊥) (5.52)

g2

F1
=

y
2d′

(
−A∥ +

E + E′ cos θ

E′ sin θ
A⊥

)
(5.53)

where the several kinematic factors required for the calculation are listed

below again for ease of reference:

D =
1 − (1 − y)ϵ

1 + ϵR(x, Q2)
(5.54)

ϵ = 1/
[
1 + 2(1 + 1/γ2) tan2(θ/2))

]
(5.55)

η = (ϵ
√

Q2)/(E − E′ϵ) (5.56)

ξ = η(1 + ϵ)/(2ϵ) (5.57)
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Table 5.27: SHMS: Mean θ, E′ and Q2 values for each x−bin for each central
momentum (Pc) setting

Pc Setting x θ (Deg) E′ (GeV) Q2 (GeV2)
2.6 GeV 0.40 28.618 ± 0.484 2.404 ± 0.054 6.100 ± 0.173

0.45 29.457 ± 0.758 2.488 ± 0.098 6.671 ± 0.199
0.50 29.933 ± 0.943 2.623 ± 0.129 7.251 ± 0.199
0.55 30.164 ± 0.985 2.785 ± 0.135 7.816 ± 0.211
0.60 30.421 ± 0.953 2.925 ± 0.131 8.350 ±0.213
0.65 31.033 ± 0.730 3.010 ± 0.096 8.939 ± 0.203

3.4 GeV 0.55 28.219 ± 0.306 3.102 ± 0.038 7.656 ± 0.139
0.60 28.896 ± 0.517 3.157 ± 0.073 8.163 ± 0.187
0.65 29.492 ± 0.752 3.238 ± 0.113 8.707 ± 0.207
0.70 29.857 ± 0.935 3.348 ± 0.143 9.215 ± 0.229
0.75 29.984 ± 0.961 3.485 ± 0.150 9.672 ± 0.239

d′ = [(1 − ϵ)(2 − y)]/[y(1 + ϵR)] (5.58)

where θ is the scattered electron angle set to a central value of thirty degrees

on each spectrometer, y = ν/E = (E − E′)/E, γ2 = 4(Mx)2/Q2, and R =

σL/σT computed from [187].

Kinematic Variables

The kinematic factors E′, Q2, θ (lower-level) were each binned in x on a run-by-

run basis and used to compute y, ϵ, η, ξ, D, d and d′ (higher-level). The means

of the lower-level kinematics within each x−bin are listed below for each kine-

matic setting on the SHMS and HMS in Tables 5.27 and 5.29, and the resulting

higher-level means in tables 5.28 and 5.30. The statistical errors on E, E′, and

θ had a negligible impact on the resulting error size of A
3He
1 , A

3He
2 , g

3He
1 /F

3He
1 ,

and g
3He
2 /F

3He
1 .
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Table 5.28: SHMS: Mean ϵ, η, ξ, D, d, d′ and y values for each x−bin for each
central momentum (Pc) setting

Pc Setting x ϵ η ξ D d d’ y
2.6 GeV 0.40 0.402 0.105 0.184 0.871 0.659 0.920 0.769

0.45 0.412 0.114 0.195 0.868 0.663 0.923 0.761
0.50 0.429 0.125 0.208 0.859 0.666 0.921 0.748
0.55 0.451 0.138 0.222 0.848 0.668 0.917 0.732
0.60 0.469 0.150 0.236 0.837 0.669 0.914 0.718
0.65 0.478 0.160 0.247 0.832 0.669 0.915 0.710

3.4 GeV 0.55 0.500 0.156 0.235 0.817 0.667 0.889 0.702
0.60 0.504 0.164 0.245 0.814 0.667 0.892 0.696
0.65 0.512 0.173 0.256 0.809 0.666 0.894 0.688
0.70 0.525 0.185 0.268 0.800 0.664 0.892 0.678
0.75 0.541 0.198 0.282 0.787 0.660 0.887 0.665

Table 5.29: HMS: Mean θ, E′ and Q2 values for each x−bin for each central
momentum (Pc) setting

Pc Setting x θ E′ Q2

2.9 GeV 0.45 28.162 ± 0.320 2.707 ± 0.038 6.664 ± 0.125
0.50 28.834 ± 0.585 2.782 ± 0.081 7.160 ± 0.188
0.55 29.583 ± 0.877 2.867 ± 0.118 7.751 ± 0.215
0.60 30.350 ± 0.897 2.933 ± 0.120 8.337 ± 0.215
0.65 31.040 ± 0.619 3.002 ± 0.082 8.922 ± 0.186

3.5 GeV 0.60 28.252 ± 0.343 3.274 ± 0.047 8.100 ± 0.158
0.65 28.809 ± 0.557 3.346 ± 0.086 8.597 ± 0.186
0.70 29.361 ± 0.811 3.426 ± 0.123 9.129 ± 0.224
0.75 29.888 ± 0.978 3.502 ± 0.148 9.657 ± 0.254

Table 5.30: HMS: Mean ϵ, η, ξ, D, d, d′ and y values for each x−bin for each cen-
tral momentum (Pc) setting

Pc Setting x ϵ η ξ D d d’ y
2.9 GeV 0.45 0.447 0.126 0.204 0.847 0.666 0.905 0.739

0.50 0.455 0.133 0.213 0.844 0.668 0.907 0.732
0.55 0.464 0.143 0.225 0.840 0.669 0.910 0.724
0.60 0.470 0.151 0.236 0.837 0.669 0.913 0.718
0.65 0.477 0.159 0.246 0.833 0.669 0.915 0.711

3.5 GeV 0.60 0.522 0.171 0.250 0.802 0.664 0.882 0.685
0.65 0.529 0.180 0.260 0.797 0.663 0.883 0.678
0.70 0.536 0.190 0.272 0.792 0.661 0.885 0.670
0.75 0.543 0.199 0.283 0.786 0.659 0.886 0.663
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5.9 From 3He to the Neutron: Nuclear Corrections

Nucleons bound within a nucleus behave differently than free nucleons. Nu-

clear effects from nuclear binding, shadowing, anti-shadowing, possible spin

depolarization, Fermi motion, off-shellness and non-nucleonic degrees of free-

dom therefore need to be removed, since what we’re after is investigating neu-

tron spin structure as if it were measured from free neutrons. This ultimately

means that the neutron polarized structure function gn
1 ̸= g

3He
1 , and so a convo-

lution approach is taken [188] to model g
3He
1 in terms of its nuclear components

over the range 10−4 ≤ x ≤ 0.8.

In this way, g
3He
1 can be represented as the convolution of the off-shell neu-

tron g̃n
1 and off-shell proton g̃p

1 with spin-dependent light-cone momentum dis-

tribution functions ∆ fN/3He(y), where N is the nucleon, and where y is the ratio

of the struck nucleon’s light-cone-plus component of the momentum to that of

the nucleus:

g
3He
1 (x, Q2) =

∫ 3

x

dy
y

∆ fn/3He(y)g̃n
1 (x/y, Q2) +

∫ 3

x

dy
y

fp/3He(y)g̃p
1 (x/y, Q2)

− 0.014
[

gp
1 (x, Q2)− 4gn

1 (x, Q2)
]
+ a(x)gn

1 (x, Q2) + b(x)gp
1 (x, Q2)

(5.59)

where a(x) and b(x) describe nuclear shadowing and anti-shadowing ef-

fects. Nuclear shadowing occurs in the x range 0.0035 < x < 0.03 ∼ 0.07, and

anti-shadowing in the range 0.03 ∼ 0.07 < x < 0.2. Since E12-06-110 kinemat-

ics doesn’t extend below x ∼ 0.2, these terms may be neglected. Fermi motion

and and nuclear binding of nucleons is parameterized by ∆ fN/3He(y), which

can be calculated via the 3He ground state wave functions, and is peaked at

y ≈ 1 due to the small separation energy per nucleon. Additionally, it may be

assumed that the off-shell nucleon structure functions g̃n
1 and g̃p

1 can be replaced
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with their off-shell values gn
1 and gp

1 . This leads us to the approximation:

g
3He
1 (x, Q2) ≈ Pngn

1 (x, Q2) + Ppgp
1 (x, Q2)− 0.014

[
gp

1 (x, Q2)− 4gn
1 (x, Q2)

]
(5.60)

where Pp and Pn are the effective polarizations of the proton and neutron

inside 3He [189], respectively. Their values are Pp = −0.028+0.009
−0.004 and Pn =

0.86+0.036
−0.020. The term in brackets is accounts for the ∆(1232) component in the

3He wave-function. Equation 6.2 allows us to approximate the 3He polarized

structure function, and indeed was the equation employed for the modeling

within the radiative-corrections.

To extract gn
1 /Fn

1 , we can divide Equation 6.2 by F
3He
1 , and then re-write F

3He
1

in terms of F
3He
2 (where R = σL/σT is considered equal for the proton and 3He).

Doing so and solving for gn
1 /Fn

1 yields:

gn
1

Fn
1
=

1
P̃n

F
3He
2
Fn

2

(
g

3He
1

F3He
1

− P̃p
Fp

2

F3He
2

gp
1

Fp
1

)
(5.61)

where P̃p = Pp − 0.014 and P̃n = Pn + 0.056. Equation 5.61 allows us to

extract gn
1 /Fn

1 from our g
3He
1 /F

3He
1 data using model inputs of F

3He
2 , Fn

1 , Fp
1 and

a fit to world data of gp
1 /Fp

1 . Similarly, An
1 can be extracted in terms of our A

3He
1

data using the following relation:

An
1 =

1
P̃n

F
3He
2
Fn

2

(
A

3He
1 − P̃p

Fp
2

F3He
2

Ap
1

)
(5.62)

where the same models are used for the F2 structure functions, and a fit to

world data of Ap
1 . For E12-06-110, two distinct Q2−independent, second-order

polynomial fits to world gn
1 /Fn

1 and Ap
1 data were used [35]:

Ap
1 = (0.044 ± 0.007) + (1.423 ± 0.078) · x + (0.552 ± 0.158) · x2 (5.63)
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gp
1 /Fp

1 = (0.035 ± 0.008) + (1.478 ± 0.077) · x + (1.010 ± 0.128) · x2 (5.64)

The results of the Ap
1 and gp

1 /Fp
1 fits used for nuclear correction inputs are

plotted below in figures 5.83 and 5.84, respectively.
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Figure 5.83: The results of applying Equation 5.63 to E12-06-110 kinematics as
a function of x. The central black line indicates the central value and the pink
surrounding bars are the errors from the fit parameters. The two dotted black
vertical lines indicate the relevant x-region within the data set.

The F2 structure functions for the proton, neutron, and 3He were obtained

from the F1F2-21 fit [177], so as to maintain model-consistency as it was used

to perform the radiative corrections. The outputs as a function of x is shown

below in Figure 5.85.

The flavor decomposition, using equations 2.24 and 2.25, requires the un-

polarized quark densities u, u, d, d, s, and s. They were calculated with both the

JAM-21 [190] and CJ15 [191] parameterizations. The average of the two for each

PDF was taken as the central value and the difference as the systematic error.
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Figure 5.84: The results of applying Equation 5.64 to E12-06-110 kinematics as
a function of x. The central black line indicates the central value and the green
surrounding bars are the errors from the fit parameters. The two dotted black
vertical lines indicate the relevant x-region within the data set.
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Figure 5.85: F
3He
2 , Fn

1 , Fp
1 from the F1F2-21 fit shown in black, blue, and pink,

respectively. The F
3He
2 values were scaled according to Equation 5.44, while

Fn
1 and Fp

1 weren’t. The two dotted black vertical lines indicate the relevant x-
region within the data set.
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Figure 5.86: The d/u ratio at E12-06-110 kinematics using the JAM-21 fit (blue)
and CJ15 NLO (green). The average of the two is shown in red.
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5.10 Systematic Uncertainty Estimates

The contributions that have the biggest impact on the size of the error on An
1 are

first statistical from the double-spin asymmetries A∥ and A⊥, then the system-

atic error of the effective proton polarization within 3He, following the electron

beam polarization Pb and target polarization Pt. A systematic uncertainty of

∆Pb/Pb ≤ 2.2% and ∆Pt/Pt ≤ 4% was applied to each x bin. Systematic errors

pertaining to the target polarization can be found in Table 5.31.

Table 5.31: Sources of error that affect the 3He target polarization.

3He Target Quantity % Error (Type)
39K - 3He κ0 0.8 (Relative)

3He PC and TC Densities 2.0 (Relative)
N2 Dilution 0.3 (Relative)

PC Temperature 5.0 (Absolute)
TC Temperature 2.0 (Absolute)

NMR/EPR Calibration
Constants (Statistical) 2.0 / 7.0 (Relative)

Next with the largest influence is the systematic uncertainty of the Ap
1 fit,

where the errors of the fit parameters were added using standard error prop-

agation. Additionally, the systematic uncertainties of the corrections that are

additive to the physics asymmetries (like PID cut variation and radiative ef-

fects) were added in quadrature to each x− bin. A flat 1% relative error of the

helicity-gated beam charge was applied to form the physics asymmetries, aris-

ing from the BCM calibrations outlined in Section 5.2.5.

The PID systematic error study involved varying the cherenkov cuts and

pre-shower cuts (while keeping the total calorimeter E/P cuts the same). The

following set of electron PID cuts were applied to the SHMS data for the sys-

tematic error study:

• P.ngcer.npeSum > 2 && 0.80 < P.cal.etracknorm < 2.00
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• P.ngcer.npeSum > 2 && 0.80 < P.cal.etracknorm < 2.00

&& P.cal.eprtracknorm > 0.05

• P.ngcer.npeSum > 2 && 0.80 < P.cal.etracknorm < 2.00

&& P.cal.eprtracknorm > 0.10

• P.ngcer.npeSum > 3 && 0.80 < P.cal.etracknorm < 2.00

And similarly for the HMS:

• H.cer.npeSum > 1 && 0.80 < H.cal.etracknorm < 2.00

• H.cer.npeSum > 1 && 0.80 < H.cal.etracknorm < 2.00

&& H.cal.eprtracknorm > 0.05

• H.cer.npeSum > 1 && 0.80 < H.cal.etracknorm < 2.00

&& H.cal.eprtracknorm > 0.10

• H.cer.npeSum > 1.5 && 0.80 < H.cal.etracknorm < 2.00

The largest difference between the asymmetry formed from a certain PID

set of cuts and that formed from the standard analysis PID set (the first of each

list) was taken as the error. The maximum size of the difference was at most

∼ 30% of the statistical uncertainty of the physics asymmetry formed from the

standard PID cuts, occurring at mid-x bins of x = 0.60 and x = 0.65 of the low-

momentum settings. The results are listed below in Table 5.32. For the radiative

corrections, the same RC sizes were applied to both the SHMS and HMS due to

time constraints, based on the material radiation thicknesses before scattering

shown in Table 5.24 and after scattering of the HMS, shown in Table 5.26.

The size of the errors of Ap
1 and gp

1 /Fp
1 (used for the flavor decomposition)

for each x bin in addition to the RC sizes are listed below in Table 5.33. The

same inputs were applied to the SHMS and HMS asymmetries, as finely tuning

θ and E′ for each distinct x bin had a marginal effect on the output, and so the
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variation can be safely neglected. The errors of the PDFs resulting from the

JAM-21 and CJ-15 NLO fits used for the flavor decomposition are listed below

in Table 5.34.

Table 5.32: Absolute systematic errors due to PID cut variation for each x bin
on the SHMS and HMS. ∆A∥ and ∆A⊥ physics asymmetries are the sizes of the
maximum differences found compared to the asymmetries formed from the
standard PID analysis cuts.

Pc Setting
SHMS x ∆A∥ ∆A⊥

Pc Setting
HMS ∆A∥ ∆A⊥

2.6 GeV 0.40 0.00080 0.00073 2.9 GeV - -
0.45 0.00098 0.00028 0.00197 0.00331
0.50 0.00109 0.00087 0.00076 0.00357
0.55 0.00116 0.00078 0.00059 0.00292
0.60 0.00060 0.00297 0.00103 0.00570
0.65 0.00224 0.01186 0.00054 0.00611

3.4 GeV 0.55 0.00166 0.00238 3.5 GeV - -
0.60 0.00047 0.00121 0.00078 0.00375
0.65 0.00067 0.00091 0.00068 0.00087
0.70 0.00017 0.00085 0.00021 0.00127
0.75 0.00028 0.00266 0.00020 0.00179

Table 5.33: Absolute systematic errors applied to each x bin for the radiative
and nuclear corrections.

x ∆Ap
1 ∆(gp

1 /Fp
1 ) RC ∆A∥ RC ∆A⊥

0.40 0.04089 0.03885 0.00030 0.00053
0.45 0.04810 0.04531 0.00030 0.00040
0.50 0.05602 0.05237 0.00036 0.00026
0.55 0.06464 0.06003 0.00046 0.00013
0.60 0.07393 0.06826 0.00055 0.00002
0.65 0.08384 0.07701 0.00060 0.00016
0.70 0.09501 0.08686 0.00053 0.00032
0.75 0.10681 0.09724 0.00023 0.00060
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Table 5.34: Absolute systematic errors applied to each x bin for the polarized-
to-unpolarized quark flavor decomposition.

x δd δd δu δu δs δs
0.40 0.00850 0.00193 0.01475 0.00255 0.00240 0.01203
0.45 0.00627 0.00114 0.00834 0.00120 0.00104 0.01177
0.50 0.00461 0.00056 0.00385 0.00051 0.00042 0.01064
0.55 0.00315 0.00023 0.00127 0.00020 0.00017 0.00491
0.60 0.00189 0.00007 0.00004 0.00007 0.00010 0.00006
0.65 0.00089 0.00001 0.00062 0.00002 0.00010 0.00002
0.70 0.00026 0.00001 0.00074 0.00000 0.00013 0.00000
0.75 0.00001 0.0002 0.00057 0.00000 0.00016 0.00000
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Chapter 6

RESULTS AND DISCUSSION

6.1 Born (Radiative-Corrected) A∥ and A⊥

The physics asymmetries measured by the SHMS and HMS following the ra-

diative corrections (RCs) are shown below in tables 6.1 and 6.2, respectively.

Included within the errors are the statistical uncertainties, as well as the sys-

tematic uncertainties from the beam polarization (∆Pb/Pb ≤ 2.2%), target po-

larization (∆Pt/Pt ≤ 4%), PID cuts, and radiative effects for each x bin.

Table 6.1: SHMS physics asymmetries following RCs.

Pc Setting x Avg. Q2 (GeV2) A∥ ∆A∥ A⊥ ∆A⊥
2.6 GeV 0.40 6.10 0.00015 0.00785 0.01002 0.01953

0.45 6.67 -0.00851 0.00547 0.00291 0.01335
0.50 7.25 -0.00859 0.00612 -0.00014 0.01492
0.55 7.82 -0.00474 0.00771 -0.00575 0.01905
0.60 8.35 -0.00387 0.01023 -0.02207 0.02554
0.65 8.94 -0.00428 0.01653 0.02288 0.04256

3.4 GeV 0.55 7.66 -0.00911 0.00897 0.00064 0.01505
0.60 8.16 0.00846 0.00506 0.01363 0.00844
0.65 8.71 0.00221 0.00481 0.00517 0.00790
0.70 9.22 0.00625 0.00564 0.00517 0.00935
0.75 9.67 -0.00314 0.00879 0.01795 0.01481
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Table 6.2: HMS physics asymmetries following RCs.

Pc Setting x Avg. Q2 (GeV2) A∥ ∆A∥ A⊥ ∆A⊥
2.9 GeV 0.45 6.66 -0.01681 0.01538 0.00494 0.03812

0.50 7.16 -0.00159 0.00737 -0.01533 0.01846
0.55 7.75 -0.00047 0.00687 0.00338 0.01714
0.60 8.34 0.00286 0.00876 0.03462 0.02225
0.65 8.92 -0.00107 0.01494 0.03191 0.03728

3.5 GeV 0.60 8.10 -0.00135 0.00787 0.01922 0.00692
0.65 8.60 0.00858 0.00535 0.01191 0.00894
0.70 9.13 -0.00092 0.00537 0.01214 0.00908
0.75 9.66 -0.00576 0.00748 0.01156 0.01276
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6.2 Helium Results

Results for the 3He asymmetries and structure function ratios are listed below

in tables 6.3 - 6.4, and 6.5 - 6.6 for the SHMS and HMS, respectively. Included

within the errors are the statistical uncertainties (including statistical errors on

the kinematic inputs for each x bin) and systematic uncertainties. Results of

A
3He
1 and g

3He
1 /F

3He
1 are plotted below in Fig. 6.1 and 6.2, respectively.

Table 6.3: SHMS: A
3He
1 and A

3He
2

Pc x A
3He
1 ∆A

3He
1 A

3He
2 ∆A

3He
2

2.6 GeV 0.40 -0.00140 0.00935 0.01494 0.02912
0.45 -0.01008 0.00656 0.00242 0.01973
0.50 -0.00972 0.00746 -0.00223 0.02188
0.55 -0.00427 0.00961 -0.00955 0.02773
0.60 0.00031 0.01304 -0.03292 0.03698
0.65 -0.01021 0.02148 0.03168 0.06138

3.4 GeV 0.55 -0.01090 0.01112 -0.00160 0.02191
0.60 0.00677 0.00630 0.02209 0.01225
0.65 0.00133 0.00603 0.00810 0.01146
0.70 0.00607 0.00716 0.00942 0.01354
0.75 -0.00888 0.01138 0.02469 0.02147

Table 6.4: SHMS: g
3He
1 /F

3He
1 and g

3He
2 /F

3He
1

Pc x g
3He
1

F3He
1

∆ g
3He
1

F3He
1

g
3He
1

F3He
1

∆ g
3He
1

F3He
1

2.6 GeV 0.40 0.00294 0.01010 0.03002 0.05872
0.45 -0.00839 0.00704 0.01157 0.03701
0.50 -0.00937 0.00793 0.00313 0.03760
0.55 -0.00686 0.01010 -0.01118 0.04341
0.60 -0.01080 0.01353 -0.04450 0.05336
0.65 -0.00227 0.02221 0.04630 0.08322

3.4 GeV 0.55 -0.01007 0.01095 0.00492 0.03112
0.60 0.01342 0.00618 0.02325 0.01652
0.65 0.00400 0.00587 0.00858 0.01451
0.70 0.00856 0.00691 0.00644 0.01605
0.75 0.00188 0.01087 0.02962 0.02363
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Table 6.5: HMS: A
3He
1 and A

3He
2

Pc x A
3He
1 ∆A

3He
1 A

3He
2 ∆A

3He
2

2.9 GeV 0.45 -0.02026 0.01905 0.00328 0.05591
0.50 0.00114 0.00921 -0.02271 0.02693
0.55 -0.00124 0.00868 0.00478 0.02489
0.60 -0.00425 0.01121 0.05074 0.03221
0.65 -0.00853 0.01925 0.04560 0.05380

3.5 GeV 0.60 -0.00637 0.00956 0.02735 0.01026
0.65 0.00720 0.00682 0.01983 0.01299
0.70 -0.00442 0.00691 0.01717 0.01317
0.75 -0.01025 0.00972 0.01464 0.01851

Table 6.6: HMS: g
3He
1 /F

3He
1 and g

3He
2 /F

3He
1

Pc x g
3He
1

F3He
1

∆ g
3He
1

F3He
1

g
3He
1

F3He
1

∆ g
3He
1

F3He
1

2.9 GeV 0.45 -0.01721 0.02001 0.01948 0.09754
0.50 -0.00610 0.00966 -0.03598 0.04419
0.55 0.00046 0.00904 0.00769 0.03808
0.60 0.01341 0.01165 0.07097 0.04645
0.65 0.00852 0.01987 0.06295 0.07327

3.5 GeV 0.60 0.00395 0.00914 0.03662 0.01321
0.65 0.01318 0.00659 0.01782 0.01595
0.70 0.00256 0.00664 0.02058 0.01521
0.75 -0.00302 0.00927 0.02036 0.02022
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Figure 6.1: Preliminary results of A
3He
1 as a function of x. The triangles indicate

the data points of the SHMS, with blue being those of the low-momentum set-
ting and red the high-momentum setting. The HMS data points are the open
circles. The SHMS and HMS are offset by -0.005 and +0.005 from the central bin
value, respectively, for ease of viewing. Predictions from the statistical model
[11, 12] are shown in gold, those from the LSS(BSS) group [15] which excludes
quark OAM in dashed pink, and those from Avakian et al. [16], which allows
quark OAM, in blue. Included is also data from JLab 6 GeV-era Hall A experi-
ments E99-117 (black triangles) and E06-014 (black squares).
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Figure 6.2: Preliminary results of g
3He
1 /F

3He
1 as a function of x. SHMS points are

in triangles and HMS in open circles. The low-momentum setting points are in
blue and high-momentum setting points in red. Included are predictions from
three select models, and data from E99-117 (black triangles) and E06-014 (black
squares).
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Table 6.7: SHMS: An
1 and gn

1 /Fn
1

Pc Setting x An
1 ∆An

1 gn
1 /Fn

1 ∆gn
1 /Fn

1
2.6 GeV 0.40 0.04962 0.03561 0.05891 0.03781

0.45 0.02597 0.02876 0.02373 0.02962
0.50 0.03563 0.03476 0.02534 0.03546
0.55 0.06843 0.04633 0.04162 0.04712
0.60 0.10048 0.06491 0.02869 0.06580
0.65 0.05971 0.11015 0.09694 0.11274

3.4 GeV 0.55 0.03944 0.05237 0.02758 0.05061
0.60 0.13062 0.03717 0.14169 0.03455
0.65 0.11728 0.03958 0.10557 0.03599
0.70 0.15499 0.04832 0.13743 0.04389
0.75 0.08144 0.07384 0.10670 0.06834

Table 6.8: HMS: An
1 and gn

1 /Fn
1

Pc Setting x An
1 ∆An

1 gn
1 /Fn

1 ∆gn
1 /Fn

1
2.9 GeV 0.45 -0.01300 0.07425 -0.01003 0.07757

0.50 0.08009 0.04125 0.03872 0.04205
0.55 0.08168 0.04270 0.07363 0.04285
0.60 0.07921 0.05695 0.14165 0.05772
0.65 0.06809 0.09937 0.12812 0.10133

3.5 GeV 0.60 0.06932 0.04996 0.09751 0.04660
0.65 0.14656 0.04274 0.15137 0.03911
0.70 0.09850 0.04712 0.10512 0.04258
0.75 0.07344 0.06524 0.07807 0.05972

6.3 Neutron Results

Neutron results An
1 and gn

1 /Fn
1 are listed below in Table 6.7 and 6.8 for the SHMS

and HMS, respectively. The errors include statistical uncertainties as well as

systematic uncertainties due to the beam and target polarizations, the error of

the Ap
1 global fit according to Equation 5.63 (for An

1 ) and the gp
1 /Fp

1 global fit

from Equation 5.64 (for gn
1 /Fn

1 ), and the effective proton and neutron polariza-

tions within 3He (Pp and Pn).
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Figure 6.3: Preliminary results of A
3He
n as a function of x. The triangles indicate

the data points of the SHMS, with blue being those of the low-momentum set-
ting and red the high-momentum setting. The HMS data points are the open
circles. The SHMS and HMS are offset by -0.005 and +0.005 from the central bin
value, respectively, for ease of viewing. Predictions from the statistical model
[11, 12] are shown in orange, those from the LSS(BSS) group [15] which excludes
OAM in dashed pink, those from Avakian et al. [16], which allows quark OAM,
in dashed blue, the constituent quark model [10] in gray, NJL [13] in green,
and two DSE-based approaches [14] as the two crosses at x = 1. Included
is data from JLab 6 GeV-era Hall A experiments E99-117 (black triangles) and
E06-014 (black squares), as well as prior experiments that used a 3He target
(E142 [30], E154 [31], and HERMES [32]). Both statistical and systematic errors
are included in the error bars.
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Figure 6.4: Preliminary results of gn
1 /Fn

1 as a function of x. SHMS points are
in triangles and HMS in open circles. The low-momentum setting points are
in blue and high-momentum setting points in red. The HMS data points are
the open circles. The SHMS and HMS are offset by -0.005 and +0.005 from the
central bin value, respectively, for ease of viewing. Included are predictions
from three select models, and data from E99-117 (black triangles) and E06-014
(black squares). Both statistical and systematic errors are included in the error
bars.
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6.4 Flavor Decomposition via the Quark Parton

Model

The polarized to unpolarized PDF ratios of the up and down quark were cal-

culated according to equations 2.24 and 2.25, respectively. The same two fits

of Ap
1 and gp

1 /Fp
1 used to extract An

1 and gn
1 /Fn

1 were used. The unpolarized

quark densities u, u, d, d, s, and s were calculated with both the JAM-21 param-

eterization [190], which includes the latest data (from JLab’s MARATHON ex-

periment) on nuclear effects in A = 3 nuclei (although this collaboration found

relatively weak constraints on the d/u ratio at large-x, to which the ∆d/∆d ra-

tio is very sensitive) and CJ15 [191]. The average of the two for each PDF was

taken as the central value and the difference as the systematic error. The polar-

ized ∆s PDF was calculated from the DSSV-14 fit [185], where the assumption

∆s = ∆s is held. The data from this experiment E12-06-110 on gn
1 /Fn

1 tabulated

above in Section 6.3 was used for the gn
1 /Fn

1 input. The results are listed be-

low in tables 6.9 and 6.10, and plotted in figures 6.5 and 6.6. The PDFs from

the JAM-21 and CJ15 parameterizations were similarly treated to cross-check

with E06-014 gn
1 /Fn

1 results [35] at the experiment’s kinematics, and showed a

maximum of 1% and 9% difference from the published (∆u + ∆u)/(u + u) and

(∆d + ∆d)/(d + d) values, respectively, at the highest x point.
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Figure 6.5: Preliminary results of the flavor decomposition for the u quark of
the proton as a function of x. SHMS points are in triangles and HMS in open
circles. The low-momentum setting points are in blue and high-momentum set-
ting points in red. The SHMS and HMS are offset by -0.005 and +0.005 from the
central bin value, respectively, for ease of viewing. Predictions from selected
models are shown: Statistical [11, 12], an NJL-type [13], a QCD global analy-
sis from Leader et al. [33], a pQCD model allowing quark OAM [16], and two
DSE-based approaches [14]. Data from experiments E99-117 [34], E06-014 [35],
CLAS EG1b [36], COMPASS [37], and HERMES [32]. Both statistical and sys-
tematic errors are included in the error bars. The large errors from E12-06-110
(relative to prior experiments) is predominantly due to the large uncertainty in
the gp

1 /Fp
1 fit for x > 0.60.
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Figure 6.6: Preliminary results of the flavor decomposition for the d quark of
the proton as a function of x. SHMS points are in triangles and HMS in open
circles. The low-momentum setting points are in blue and high-momentum
setting points in red. The SHMS and HMS are offset by -0.005 and +0.005 from
the central bin value, respectively, for ease of viewing. Predictions from selected
models are shown: Statistical [11, 12], an NJL-type [13], a QCD global analysis
from Leader et al. [33], pQCD model allowing quark OAM [16], and two DSE-
based approaches [14]. Data from experiments E99-117 [34], E06-014 [35], CLAS
EG1b [36], COMPASS [37], and HERMES [32]. Both statistical and systematic
errors are included in the error bars.
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Table 6.9: SHMS: (∆u + ∆u)/(u + u) and (∆d + ∆d)/(d + d)

Pc Setting x ∆u+∆u
u+u δ ∆u+∆u

u+u
∆d+∆d

d+d
δ ∆d+∆d

d+d
2.6 GeV 0.40 0.53237 0.04583 -0.26644 0.07538

0.45 0.56853 0.05264 -0.40059 0.07084
0.50 0.59166 0.06008 -0.48407 0.09213
0.55 0.60752 0.06818 -0.55669 0.12950
0.60 0.62140 0.07689 -0.72337 0.19199
0.65 0.62045 0.08641 -0.71628 0.33821

3.4 GeV 0.55 0.60935 0.06822 -0.58752 0.13590
0.60 0.60792 0.07660 -0.44984 0.13300
0.65 0.61951 0.08561 -0.69279 0.17226
0.70 0.61836 0.09563 -0.80620 0.23713
0.75 0.61818 0.10643 -1.14955 0.36311

Table 6.10: HMS: (∆u + ∆u)/(u + u) and (∆d + ∆d)/(d + d)

Pc Setting x ∆u+∆u
u+u δ ∆u+∆u

u+u
∆d+∆d

d+d
δ ∆d+∆d

d+d
2.9 GeV 0.45 0.57370 0.05378 -0.46469 0.15356

0.50 0.58977 0.06017 -0.45694 0.10277
0.55 0.60336 0.06812 -0.48641 0.12166
0.60 0.60792 0.07678 -0.44994 0.17383
0.65 0.61704 0.08623 -0.63139 0.30977

3.5 GeV 0.60 0.61319 0.07669 -0.55678 0.15397
0.65 0.61449 0.08562 -0.56809 0.17594
0.70 0.62161 0.09563 -0.90806 0.23539
0.75 0.62085 0.10639 -1.25439 0.34236
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6.5 Discussion

Preliminary results on the extracted virtual photon-neutron asymmetry An
1 in

the DIS region are consistent with the current world data, especially prior 6

GeV-era JLab experiments E99-117 [192] and E06-014 [35]. This perhaps sup-

ports the argument of An
1 being Q2−independent. The new data within the

x > 0.60 region seems to favor the NJL-type model, but with its flattening-

toward-decreasing trend also suggesting that the statistical model and DSE es-

timates at x = 1 by Roberts et al. remain promising. E12-06-110 An
1 results fur-

ther corroborate E06-014’s ruling out of the pQCD calculation requiring hadron

helicity conservation, where there is no quark OAM contribution to the over-

all nucleon spin. Since the DIS (W > 2 GeV) cut diminished some number of

counts within the highest x = 0.75 bin on both spectrometers, it’s possible that

a greater number of statistics could’ve augmented its corresponding central An
1

value post-nuclear corrections. Additionally, since data (especially polarized)

in the valence region is still scant, global QCD analyses at present must extrapo-

late within this region where uncertainties are necessarily larger - perhaps even

inconclusive in the x > 0.60 domain. The preliminary results of gn
1 /Fn

1 are, too,

consistent with earlier JLab data, and again favors the statistical quark model

[11, 12] for x > 0.60.

Regarding the flavor decomposition, the positive up-quark ratio is consis-

tent with earlier measurements and current models, remaining constant for

increasing x. Its uncertainty is dominated by the growing uncertainty of the

gp
1 /Fp

1 fit at large x. The down-quark ratio, on the other hand, remains negative

with no indication of a change to positive values as predicted by Avakian et

al. The central values and errors at the highest x = 0.75 bin allowing the non-

physical polarized-to-unpolarized ratio to exceed -1 indicates the likelihood of

those corresponding gn
1 /Fn

1 data values being too low, potentially a result of

poor statistics.
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The precision of these measurements would improve with more proton data

at high-x (to refine gp
1 /Fp

1 ) and especially neutron data (to better constrain neu-

tron structure and refine the d/u ratio, which has large uncertainties due to a

lack of a free neutron target) added in the large-x region, allowing for global fits

with increased precision. Better constraints on the d/u ratio within the valence

region is expected to come from data collected during the BONuS12 experiment

with CLAS12 run in Hall C of Jefferson Lab [193], which employed a deuteron

target to tag slow-recoiling protons. Improved precision for the quark helic-

ity distributions ∆u/u and ∆d/d are also expected to be obtained from new

global analyses once data on the proton and deuteron asymmetries Ap
1 and Ad

1

are collected with CLAS12 [194]. Data on higher-twist quantities dn
2 and gn

2

at large-x was also collected in Hall C under experiment E12-06-121 [27] and

is currently being analyzed. Data from E12-06-110 may be incorporated into

the global dataset for QCD analyses to further constrain polarized down quark

PDFs at large-x, thereby helping to elucidate the nature of valence quark struc-

ture in a region that has this far been poorly-explored.
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