
4.8.2 Dead-Time Correction

The data acquisition system was not able to detect all particles. Once the MAIN-

OR was triggered, it was not able to trigger again on any signal arriving within the

following 32 ns. Also, only the �rst four MAIN-OR signals of each spill could be

analyzed by the ADC modules.17 For illustration let us consider the measurement of

Ak at large x values. The cross-section is here bigger for spills with antiparallel beam

and target helicities than for spills with parallel helicities. Exactly this di�erence led

to our measured asymmetry. But spills with more events (helicity antiparallel) had

a bigger dead-time and therefore relatively more events were lost than for spills with

less events (helicity parallel). The dead-time e�ect therefore reduced the measured

asymmetry, and the dead-time correction corrected for this reduction.

While analyzing each run, the number of spills Ni with i = 0, 1, 2, : : : 16 or

more triggers were recorded (from TDC measurements). Practically no spill had

12 or more MAIN-ORs, therefore the upper limit of 16 hits per spill was su�cient.

The measured number of fully recorded MAIN-OR events was

Nmeas =

16X
i=0

�iNi; (144)

where �i = i for i � 4 and �i = 4 for i > 4.

The real number of MAIN-OR events for this run were then estimated via a ma-

trix P obtained from a simple Monte Carlo simulation. It was assumed that the

triggers were randomly distributed within the spill time of 2.2 �s, that the dead-

time was 32 ns, and that not more than 16 triggers appeared within the spill. The

matrix connected the number of real events with the number of measured events.

For example, the matrix elements Pn;m stood for the probability that n real triggers

lead to m measured triggers. Of course,
Pn

m=1 Pn;m = 1. From this, we were able

to estimate the total number of real events:

Nreal =

16X
n=1

n

16X
m=1

NmP
�1
n;m (145)

17 Strictly speaking, this \four-per-pulse" limitation was not due to dead-time problems,
but we still include it under the name \dead-time".
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The dead-time coe�cient was then

d =
Nreal

Nmeas

> 1: (146)

Separate dead-time corrections dL and dR were calculated for each run, spectrometer

and beam polarization sign, and were applied to the recorded number of eventsN raw
L

andN raw
R per x and Q2 bin. Dividing then by the chargeQL andQR of the incoming

electrons, one obtained the rates NL and NR from Eq. (143):

NL =
dLN

raw
L

QL
and NR =

dRN
raw
R

QR
(147)

Fig. 33 shows the dead-times for the deuteron 29 GeV runs. The horizontal axis lists

the average number of MAIN-OR triggers (as detected by the TDCs) per number

of spills.

Figure 33 Dead-times for 29 GeV deuteron runs. Included are both longitudinal
and transverse runs. The symbol \�" denotes electron runs, the symbol \+"
positron runs. To the left are the values for the 4.5� spectrometer, to the right
the values for the 7� spectrometer.

The 4.5� dead-time corrections were around dL;R � 1:05, while the 7� dead-time

corrections were considerably lower, around dL;R � 1:015, due to the decreased rate

in that spectrometer. They increased the integral of g1 over the measured x-region

by about 2% for the 29 GeV data. The positron run dead-times (with symbol + in

Fig. 33) had a very low rate, but still, some of them had a high dead-time in the

7� spectrometer. No plausible explanation exists for this, but the in
uence of these

runs on the data is negligible.
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